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1. INTRODUCTION

Data can be defined as a collection of facts or information from which conclusions may be
drawn. Data may be qualitative or quantitative. Once we know the difference between them, we can
know how to use them.

Qualitative Data: They represent some characteristics or attributes. They depict descriptions that
may be observed but cannot be computed or calculated. For example, data on attributes such as
intelligence, honesty, wisdom, cleanliness, and creativity collected using the students of your class
a sample would be classified as qualitative. They are more exploratory than conclusive in nature.

Quantitative Data: These can be measured and not simply observed. They can be numerically
represented and calculations can be performed on them. For example, data on the number of
students playing different sports from your class gives an estimate of how many of the total
students play which sport. This information is numerical and can be classified as quantitative.

Discrete Data: These are data that can take only certain specific values rather than a range of
values. For example, data on the blood group of a certain population or on their genders is termed
as discrete data. A usual way to represent this is using bar charts.

Continuous Data: These are data that can take values between a certain range with the highest and
lowest values. The difference between the highest and lowest value is called the range of data. For
example, the age of persons can take values even in decimals or so is the case of the height and
weights of the students of your school. These are classified as continuous data. Continuous data can
be tabulated in what is called a frequency distribution. They can be graphically represented using
histograms.

Depending on the source, it can classify as primary data or secondary data. Let us take a look at
them both.

Primary Data: These are the data that are collected for the first time by an investigator for a
specific purpose. Primary data are ‘pure’ in the sense that no statistical operations have been
performed on them and they are original. An example of primary data is the Census of India.

Secondary Data: They are the data that are sourced from someplace that has originally collected it.
This means that this kind of data has already been collected by some researchers or investigators in
the past and is available either in published or unpublished form. This information is impure as
statistical operations may have been performed on them already. An example is information
available on the Government of India, Department of Finance’s website or in other repositories,
books, journals, etc.

Collection of Primary Data

Primary data is collected in the course of doing experimental or descriptive research by doing
experiments, performing surveys or by observation or direct communication with respondents.
Several methods for collecting primary data are given below:

1. Observation Method

It is commonly used in studies relating to behavioural science. Under this method observation
becomes a scientific tool and the method of data collection for the researcher, when it serves a
formulated research purpose and is systematically planned and subjected to checks and controls.



(@ Structured (descriptive) and Unstructured (exploratory) observation: When a
observation is characterized by careful definition of units to be observed, style of observer,
conditions for observation and selection of pertinent data of observation it is a structured
observation. When there characteristics are not thought of in advance or not present it is a
unstructured observation.

(b) Participant, Non-participant and Disguised observation: When the observer observes
by making himself more or less, the member of the group he is observing, it is participant
observation but when the observer observes by detaching him from the group under observation
it is non participant observation. If the observer observes in such a manner that his presence is
unknown to the people he is observing it is disguised observation.

(© Controlled (laboratory) and Uncontrolled (exploratory) observation: If the observation
takes place in the natural setting it is a uncontrolled observation but when observer takes place
according to some pre-arranged plans, involving experimental procedure it is a controlled
observation.

Advantages
e Subjective bias is eliminated
e Data is not affected by past behaviour or future intentions
e Natural behaviour of the group can be recorded

Limitations
e Expensive methodology
e Information provided is limited
e Unforeseen factors may interfere with the observational task

2. Interview Method
This method of collecting data involves presentation of oral verbal stimuli and reply in terms of
oral - verbal responses. It can be achieved by two ways:

(A) Personal Interview: It requires a person known as interviewer to ask questions generally in
a face to face contact to the other person. It can be:

Direct personal investigation: The interviewer has to collect the information personally from
the services concerned.

Indirect oral examination: The interviewer has to cross examine other persons who are
suppose to have a knowledge about the problem.

Structured Interviews: Interviews involving the use of pre- determined questions and of highly
standard techniques of recording.

Unstructured interviews: It does not follow a system of pre-determined questions and is
characterized by flexibility of approach to questioning.

Focused interview: It is meant to focus attention on the given experience of the respondent
and its effect. The interviewer may ask questions in any manner or sequence with the aim to
explore reasons and motives of the respondent.

Clinical interviews: It is concerned with broad underlying feeling and motives or individual’s
life experience which are used as method to elicit information under this method at the
interviewer direction.

Non directive interview: The interviewet’s function is to encourage the respondent to talk
about the given topic with a bare minimum of direct questioning.



Advantages:
e More information and in depth can be obtained
e Samples can be controlled
e There is greater flexibility under this method
e Personal information can as well be obtained
e Mis-interpretation can be avoided by unstructured interview.

Limitations
e [tis an expensive method
e DPossibility of bias interviewer or respondent
e More time consuming
e DPossibility of imaginary info and less frank responses
e High skilled interviewer is required

(B) Telephonic Interviews: It requires the interviewer to collect information by contacting
respondents on telephone and asking questions or opinions orally.

Advantages:
e [tis flexible, fast and cheaper than other methods
e Recall is easy and there is a higher rate of response
e No field staff is required.

Limitations:
e Interview period exceed five minutes maximum which is less
e Restricted to people with telephone facilities
e Questions have to be short and to the point
e Less information can be collected.

3. Questionnaire

In this method a questionnaire is sent (mailed) to the concerned respondents who are expected
to read, understand and reply on their own and return the questionnaire. It consists of a number
of questions printed on typed in a definite order on a form on set of forms.

It is advisable to conduct a "Pilot study’ which is the rehearsal of the main survey by experts for
testing the questionnaire for weaknesses of the questions and techniques used.

Essentials of a good questionnaire:
e It should be short and simple
e Questions should proceed in a logical sequence
e Technical terms and vague expressions must be avoided.
e Control questions to check the reliability of the respondent must be present
e Adequate space for answers must be provided
e Brief directions with regard to filling up of questionnaire must be provided

e The physical appearances — quality of paper, colour etc must be good to attract the
attention of the respondent

Advantages:
e [Free from bias of interviewer
e Respondents have adequate time to give



e Respondents have adequate time to give answers
e Respondents are easily and conveniently approachable
e Jarge samples can be used to be more reliable

Limitations:
e Low rate of return of duly filled questionnaire
e Control over questions is lost once it is sent
e Itis inflexible once sent
e Possibility of ambiguous or omission of replies
e Time taking and slow process

4. Schedules

This method of data collection is similar to questionnaire method with the difference that
schedules are being filled by the enumerations specially appointed for the  purpose.
Enumerations explain the aims and objects of the investigation and may remove any
misunderstanding and help the respondents to record answer. Enumerations should be well
trained to perform their job; he/she should be honest hard working and patient. This type of
data is helpful in extensive enquiries however it is very expensive.

Collection of Secondary Data
A researcher can obtain secondary data from various sources. Secondary data may either be
published data or unpublished data. Published data are available in:

e DPublications of government

e Technical and trade journals

e Reports of various businesses, banks etc.
e Public records

e Statistical or historical documents.

Unpublished data may be found in letters, diaries, unpublished biographies or work. Before
using secondary data, it must be checked for the following characteristics:

Reliability of data: Who collected the data? From what source? Which methods? Time?
Possibility of bias? Accuracy?

Suitability of data: The object, scope and nature of the original enquiry must be studies and
then carefully scrutinize the data for suitability.

Adequacy: The data is considered inadequate if the level of accuracy achieved in data is found
inadequate or if they are related to an area which may be either narrower or wider than the area
of the present enquiry.

Census and Sample of Data

In Statistics, the basis of all statistical calculation or interpretation lies in the collection of data.
There are numerous methods of data collection. In this lesson, we shall focus on two primary
methods and understand the difference between them. Both are suitable in different cases and
the knowledge of these methods is important to understand when to apply which method. These
two methods are Census method and Sampling method.



Census Method:

Census method is that method of statistical enumeration where all members of the population
are studied. A population refers to the set of all observations under concern. For example, if you
want to carry out a survey to find out student’s feedback about the facilities of your school, all
the students of your school would form a part of the ‘population’ for your study. At a more
realistic level, a country wants to maintain information and records about all households. It can
collect this information by surveying all households in the country using the census method.

In our country, the Government conducts the Census of India every ten years. The Census
appropriates information from households regarding their incomes, the earning members, the
total number of children, members of the family, etc. This method must take into account all the
units. It cannot leave out anyone in collecting data. Once collected, the Census of India reveals
demographic information such as birth rates, death rates, total population, population growth
rate of our country, etc. The last census was conducted in the year 2011.

Sampling Method:

Like we have studied, the population contains units with some similar characteristics on the basis
of which they are grouped together for the study. In case of the Census of India, for example,
the common characteristic was that all units are Indian nationals. But it is not always practical to
collect information from all the units of the population. It is a time-consuming and costly
method. Thus, an easy way out would be to collect information from some representative group
from the population and then make observations accordingly. This representative group which
contains some units from the whole population is called the sample.

Sample Selection:
The first most important step in selecting a sample is to determine the population. Once the
population is identified, a sample must be selected. A good sample is one which is:

e Small in size.
e Provides adequate information about the whole population.
e Takes less time to collect and is less costly.

In the case of our previous example, you could choose students from your class to be the
representative sample out of the population (all students in the school). However, there must be
some rationale behind choosing the sample. If you think your class comprises a set of students
who will give unbiased opinions/feedback or if you think your class contains students from
different backgrounds and their responses would be relevant to your student, you must choose
them as your sample. Otherwise, it is ideal to choose another sample which might be more
relevant.

Again, realistically, the government wants estimates on the average income of the Indian
household. It is difficult and time-consuming to study all households. The government can
simply choose, say, 50 households from each state of the country and calculate the average of
that to arrive at an estimate. This estimate is not necessarily the actual figure that would be
arrived at if all units of the population underwent study. But, it approximately gives an idea of
what the figure might look like.

Difference between Census and Sample Surveys

Parameter Census Sample Survey
Definition A statistical method that studies all A statistical method that studies only a
the units or members of a representative group of the population, and




population. not all its members.
Calculation Total/Complete Partial
Time It is a time-consuming process It is a quicker process
involved &P ) d p )
. Cost It is a costly method. It is a relatively inexpensive method.
involved
The results obtained are accurate as The results ate relatively inaccurate due to
Accuracy | each member is surveyed. So, there is | leaving out of items from the sample. The
a negligible error. resulting error is large.
Reliability Highly reliable Low reliability
Error Not present The smaller the sample size, the larger the
error.
This method is suited for This method is suited for homogeneous
Relevance
heterogeneous data. data.
Sampling Techniques

Sampling helps a lot in research. It is one of the most important factors which determine the
accuracy of your research/sutrvey result. If anything goes wrong with your sample then it will be
directly reflected in the final result. There are lot of techniques which help us to gather sample
depending upon the need and situation. This blog post tries to explain some of those techniques.
To start with, let’s have a look on some basic terminology.

Population is the collection of the elements which has some or the other characteristic in
common. Number of elements in the population is the size of the population.

Sample is the subset of the population. The process of selecting a sample is known as sampling.
Number of elements in the sample is the sample size.
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Sampling

There are lot of sampling techniques which are grouped into two categories as:
e Probability Sampling
e Non- Probability Sampling

Probability Sampling Vs Non-Probability Sampling

The difference lies between the above two is weather the sample selection is based on
randomization or not. With randomization, every element gets equal chance to be picked up and
to be part of sample for study.



Probability Sampling

This Sampling technique uses randomization to make sure that every element of the population
gets an equal chance to be part of the selected sample. It’s alternatively known as random
sampling.

Simple Random Sampling: Every element has an equal chance of getting selected to be the part
sample. It is used when we don’t have any kind of prior information about the target population.

For example: Random selection of 20 students from class of 50 students. Each student has equal
chance of getting selected. Here probability of selection is1/50
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Single Random Samphng

Stratified Sampling

This technique divides the elements of the population into small subgroups (strata) based on the
similarity in such a way that the elements within the group are homogeneous and heterogeneous
among the other subgroups formed. And then the elements are randomly selected from each of
these strata. We need to have prior information about the population to create subgroups.

Stratified Sampling

Cluster Sampling

Our entire population is divided into clusters or sections and then the clusters are randomly
selected. All the elements of the cluster are used for sampling. Clusters are identified using details
such as age, sex, location etc. Cluster sampling can be done in following ways:

Single Stage Cluster Sampling
Entire cluster is selected randomly for sampling.

Single Stage Cluster Sampling

Two Stage Cluster Sampling
Here first we randomly select clusters and then from those selected clusters we randomly select
elements for sampling



Two Stage Cluster Sampling

Systematic Clustering

Here the selection of elements is systematic and not random except the first element. Elements of
a sample are chosen at regular intervals of population. All the elements are put together in a
sequence first where each element has the equal chance of being selected.

For a sample of size n, we divide our population of size N into subgroups of k elements.
We select our first element randomly from the first subgroup of k elements.
To select other elements of sample, perform following:

We know number of elements in each group is k i.e N/n

So if our first element is n1 then

Second element is nl+k i.e n2

Third element n2+k i.e n3 and so on..

Taking an example of N=20, n=5

No of elements in each of the subgroups is N/nie 20/5 =4=k

Now, randomly select first element from the first subgroup.

If we selectn1=3

n2 =nl+k=3+4=7

n3 =n2+k =7+4 =11

Systematic Clustering

Multi-Stage Sampling

It is the combination of one or more methods described above.

Population is divided into multiple clusters and then these clusters are further divided and
grouped into various sub groups (strata) based on similarity. One or more clusters can be
randomly selected from each stratum. This process continues until the cluster can’t be divided
anymore. For example country can be divided into states, cities, urban and rural and all the areas
with similar characteristics can be merged together to form a strata.

Cluster = O

Stratum =[] Population

Multi-Stage Sampling



Non-Probability Sampling

It does not rely on randomization. This technique is more reliant on the researcher’s ability to
select elements for a sample. Outcome of sampling might be biased and makes difficult for all the
elements of population to be part of the sample equally. This type of sampling is also known as
non-random sampling.

Convenience Sampling: Here the samples are selected based on the availability. This method is
used when the availability of sample is rare and also costly. So based on the convenience samples
are selected.

For example: Researchers prefer this during the initial stages of survey research, as it’s quick and
easy to deliver results.

Purposive Sampling: This is based on the intention or the purpose of study. Only those
elements will be selected from the population which suits the best for the purpose of our study.

For Example: If we want to understand the thought process of the people who are interested in
pursuing master’s degree then the selection criteria would be “Are you interested for Masters
in..””

All the people who respond with a “No” will be excluded from our sample.

Quota Sampling: This type of sampling depends of some pre-set standard. It selects the
representative sample from the population. Proportion of characteristics/ trait in sample should
be same as population. Elements are selected until exact proportions of certain types of data is
obtained or sufficient data in different categories is collected.

For example: If our population has 45% females and 55% males then our sample should reflect
the same percentage of males and females.

Referral /Snowball Sampling: This technique is used in the situations where the population is
completely unknown and rare. Therefore we will take the help from the first element which we
select for the population and ask him to recommend other elements who will fit the description
of the sample needed. So this referral technique goes on, increasing the size of population like a
snowball.
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For example: It’s used in situations of highly sensitive topics like HIV Aids where people will not
openly discuss and participate in surveys to share information about HIV Aids. Not all the victims
will respond to the questions asked so researchers can contact people they know or volunteers to
get in touch with the victims and collect information Helps in situations where we do not have
the access to sufficient people with the characteristics we are seeking. It starts with finding people
to study.
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Concept of t, Chi Square and F Distribution

The t distribution

The probability distribution that will be used most of the time in this book is the so called f-
distribution. The f-distribution is very similar in shape to the normal distribution but works
better for small samples. In large samples the f-distribution converges to the normaldistribution.

Properties of the t-distribution:

In the previous section we explained how we could transform a normal random variable with an
arbitrary mean and an arbitrary variance into a standard normal variable. That was under
condition that we knew the values of the population parameters. Often it is not possible to know
the population variance, and we have to rely on the sample value. The transformation formula
would then have a distribution that is different from the normal in small samples. It would
instead be f-distributed.

Assume that you have a sample of 60 observations and you found that the sample mean equals 5
and the sample variance equals 9. You would like to know if the population mean is different
from 6. We state the following hypothesis:

Heu=6H1:/%*6

We use the transformation formula to form the test function

1. The f-distribution is symmetric around its mean.

2. The mean equals zero just as for the standard normal distribution.
3. The variance equals k/(k-2), with k being the degtees of freedom.

Example:
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Observe that the expression for the standard deviation contains an S. S represents the sample
standard deviation. Since it is based on a sample it is a random variable, just as the mean. The
test function therefore contains two random wvariables. That implies more variation, and
therefore a distribution that deviates from the standard normal. It is possible to show that the
distribution of this test function follows the ~-distribution with n-1 degrees of freedom, where n
is the sample size. Hence in our case the test value equals:

X = gty -6
5 3

Vi 60
The test value has to be compared with a critical value. If we choose a significance level of 5%
the critical values according to the “-distribution would be [-2.0; 2.0]. Since the test value is
located outside the interval we can say that we reject the null hypothesis in favor for the
alternative hypothesis. That we have no information about the population mean is of no
problem, because we assume that the population mean takes a value according to the null
hypothesis. Hence, we assume that we know the true population mean. That is part of the test
procedure.

f -2 5%

The Chi-square distribution

Until now we have talked about the population mean and performed tests related to the mean.
Often it is interesting to make inference about the population variance as well. For that purpose
we are going to work with another distribution, the Chi-square distribution. Statistical theory
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shows that the square root of a standard normal variable is distributed according to the Chi-
square distribution and it is denoted x2, and has one degree of freedom. It turns out that the sum
of squared independent standard normal variables also is Chi-squared distributed. We have:

2 2 . 3
A A B Al

Properties of the Chi-squared distribution:

1. The Chi-square distribution takes only positive values

2. It is skewed to the right in small samples, and converges to the normal distribution as the
degrees of freedom goes to infinity

3. The mean value equals k and the variance equals 2k, where k is the degrees of freedom

In order to perform a test related to the variance of a population using the sample variance we
need a test function with a known distribution that incorporates those components. In this case
we may rely on statistical theory that shows that the following function would work:

(n=hs*
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Where S* represents the sample variance, Sigma Square the population vatiance, and n-1 the
degrees of freedom used to calculate the sample variance. How could this function be used to
perform a test related to the population variance?

Example:

We have a sample taken from a population where the population variance a given year was — =
400. Some years later we suspect that the population variance has increased and would like test if
that is the case. We collect a sample of 25 observations and state the following hypothesis:

Hy-a® =400

H,a® > 400

Using the 25 observations we found a sample variance equal to 600. Using this information we
set up the test function and calculate the test value:
(n-DS" _(24-Dx600 __

= — =3h
5 400
We choose a significance level of 5% and find a critical value in Table A3 equal to 36.415. Since
the test value is lower than the critical value we cannot reject the null hypothesis. Hence we
cannot say that the population variance has changed.

Test Function =

The F-distribution

The final distribution to be discussed in this chapter is the F-distribution. In shape it is very
similar to the Chi-square distribution, but is a construction based on a ratio of two independent
Chi-squared distributed random variables. An F-distributed random variable therefore has two
sets of degrees of freedom, since each variable in this ratio has its own degrees of freedom. That
s

2
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Properties of the F-distribution:
1. The F-distribution is skewed to the right and takes only positive values
2. The F-distribution converges to the normal distribution when the degrees of freedom become
large
3. The square of a f-distributed random variable with k degrees of freedom become F-

distributed: tk = F] [
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The P-distribution can be used to test population variances. It is especially interesting when we
would like to know if the variances from two different populations differ from each other.
Statistical theory says that the ratio of two sample variances forms an P-distributed random
variable with n; -1 and n; -1 degrees of freedom:
22

3 | A
- 1 =9 -

S3
Example:
Assume that we have two independent populations and we would like to know if their variances
are different from each other. We therefore take two samples, one from each population, and
form the following hypothesis:

L O
Hy o =03

H,: ::!',3 # ﬂ';
Using the two samples we calculate the sample variances, Sj2 = 8.38 and S% = 13.14 with nl =
26 and "2 = 30. Under the null hypothesis we know that the ratio of the two sample variances is

P-distributed with 25 and 29 degrees of freedom. Hence we form the test function and calculate
the test value:

ST 838

s2 1314
This test value has to be compared with a critical value. Assume that we choose a significance
level of 5%. Using Table A4 in the appendix, we have to find a critical value for a two sided test.
Since the area outside the interval should sum up to 5%, we must find the upper critical point

that corresponds to 2.5%. If we look for that value in the table we find 2.154. We call this upper
point F0.025. In order to find the lover point we can use the following formula:

Foa7s "-.—l = I = (1464
Myms 2154

=0.638

We have therefore received the following interval: [0.464; 2.154]. The test value lies within this
interval, which means that we are unable to reject the null hypothesis. It is therefore quite
possible that the two population variances are the same.
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WHAT IS ECONOMETRICS?

Econometrics is the quantitative application of statistical and mathematical models using data
to develop theories or test existing hypotheses in economics, and for forecasting future trends
from historical data. It subjects real-world data to statistical trials and then compares and
contrasts the results against the theory or theories being tested. Depending on if you are
interested in testing an existing theory or using existing data to develop a new hypothesis based
on those observations, econometrics can be subdivided into two major categories: theoretical
and applied. Those who routinely engage in this practice are commonly known as
econometricians. Econometrics deals with the measurement of economic relationships. It is an
integration of economics, mathematical economics and statistics with an objective to provide
numerical values to the parameters of economic relationships. The relationships of economic
theories are usually expressed in mathematical forms and combined with empirical economics.
The econometrics methods are used to obtain the values of parameters which are essentially the
coefficients of mathematical form of the economic relationships. The statistical methods which
help in explaining the economic phenomenon are adapted as econometric methods. The
econometric relationships depict the random behaviour of economic relationships which are
generally not considered in economics and mathematical formulations. It may be pointed out
that the econometric methods can be used in other areas like engineering sciences, biological
sciences, medical sciences, geosciences, agricultural sciences etc. In simple words, whenever
there is a need of finding the stochastic relationship in mathematical format, the econometric
methods and tools help. The econometric tools are helpful in explaining the relationships
among variables.

Econometric Model

A model is a simplified representation of a real world process. It should be representative in the
sense that it should contain the salient features of the phenomena under study. In general, one
of the objectives in modelling is to have a simple model to explain a complex phenomenon.
Such an objective may sometimes lead to oversimplified model and sometimes the assumptions
made are unrealistic. In practice, generally all the variables which the experimenter thinks are
relevant to explain the phenomenon are included in the model. Rest of the variables are
dumped in a basket called “disturbances” where the disturbances are random variables. This is
the main difference between the economic modelling and econometric modelling. This is also
the main difference between the mathematical modelling and statistical modelling. The
mathematical modelling is exact in nature whereas the statistical modelling contains a stochastic
term also.

An economic model is a set of assumptions that describes the behaviour of an economy, or
more general, a phenomenon. An econometric model consists of:

e A set of equations describing the behaviour. These equations are derived from the
economic model and have two parts — observed variables and disturbances.

e A statement about the errors in the observed values of variables.
e A specification of the probability distribution of disturbances.

Aims of Econometrics

1. Formulation and specification of econometric models: The economic models are
formulated in an empirically testable form. Several econometric models can be derived from an
economic model. Such models differ due to different choice of functional form, specification of
stochastic structure of the variables etc.
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2. Estimation and testing of models: The models are estimated on the basis of observed set of
data and are tested for their suitability. This is the part of statistical inference of the modelling.
Various estimation procedures are used to know the numerical values of the unknown
parameters of the model. Based on various formulations of statistical models, a suitable and

appropriate model is selected.

3. Use of models: The obtained models are used for forecasting and policy formulation which is
an essential part in any policy decision. Such forecasts help the policy makers to judge the
goodness of fitted model and take necessary measures in order to re-adjust the relevant

economic variables.

Econometrics and Statistics

Econometrics differs both from mathematical statistics and economic statistics. In economic
statistics, the empirical data is collected recorded, tabulated and used in describing the pattern
in their development over time. The economic statistics is a descriptive aspect of economics. It
does not provide either the explanations of the development of various variables or
measurement of the parameters of the relationships. Statistical methods describe the methods
of measurement which are developed on the basis of controlled experiments. Such methods
may not be suitable for economic phenomenon as they don’t fit in the framework of controlled
experiments. For example, in real world experiments, the variables usually change continuously
and simultaneously and so the set up of controlled experiments are not suitable.

Econometrics uses statistical methods after adapting them to the problems of economic life.
These adopted statistical methods are usually termed as econometric methods. Such methods
are adjusted so that they become appropriate for the measurement of stochastic relationships.
These adjustments basically attempts to specify attempts to the stochastic element which
operate in real world data and enters into the determination of observed data. This enables the
data to be called as random sample which is needed for the application of statistical tools.

The theoretical econometrics includes the development of appropriate methods for the
measurement of economic relationships which are not meant for controlled experiments
conducted inside the laboratories. The econometric methods are generally developed for the
analysis of non-experimental data. Whereas, the applied econometrics includes the application
of econometric methods to specific branches of econometric theory and problems like demand,
supply, production, investment, consumption etc. The applied econometrics involves the
application of the tools of econometric theory for the analysis of economic phenomenon and
forecasting the economic behaviour.

Econometrics and Regression analysis

One of the very important roles of econometrics is to provide the tools for modelling on the
basis of given data. The regression modelling technique helps a lot in this task. The regression
models can be either linear or non-linear based on which we have linear regression analysis and
non-linear regression analysis. We will consider only the tools of linear regression analysis and
our main interest will be the fitting of linear regression model to a given set of data.

For details one may follow Scope and Methodology of Econometrics as follows.

[Important: Chapter Page No. 3 to 10, From Point 1.2 to 1.5 (Before 1.6 at Page 10)]
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1 Scope and Methodology of Econometrics

As far as the laws of mathematics refer to re

ality they are not certain, and as far as they are
certain they do not refer to reality.

—Albert Einstein

(Famous theoretical physicist who won the 1921 Nobel Prize in Physics)

We need a special field called econometrics,
accepted that economic data possess certain
statistics texts or are not sufficiently emphasi

and textbooks about it, because it is generally
properties that are not considered in standard
zed there for use by economists.

—Clive W.J. Granger
(Co-recipient of 2003 Nobel Prize in Economic Sciences)

1.1. WHAT IS ECONOMETRICS?

Econometrics is a neologism formed by combining two Greek words: oikonomia (meaning
economics) and metron (meaning measure) (Tintner 1953, 33). Thus, the literal meaning of
econometrics appears to be ‘measurement in economics. However, although measurement
is indeed an important component of econometrics, the scope of econometrics is much
wider than that. This becomes clear from various definitions of econometrics' provided by
leading econometricians over the years. A few of those definitions are presented below.

The method of econometric research aims, essentially, at a conjunction of economic theory
and actual measurements, using the theory and technique of statistical inference as a bridge
pier. (Haavelmo 1944, iii)

[1]t is better to restrict econometrics to investigations which utilize.ma-thematics, e'conom'ics
and statistics. These will be different from investigations in quantitative econonncs, wloch
frequently use no mathematics. They will also be distinguished from. w.*ork in matoemfaltllial
economics, which is quantitative, but not empirical and uses no StatlSFIC.S. Finally, it wi ;
distinct from theoretical work in statistics, which uses mathematics but is in general unrelate
to economic theory. (Tintner 1953, 37)

! The term ‘econometrics’ appears to have been first used by Pawel Ciompo as .early as 191‘0
although Ragnar Frisch is credited for coining the term and establishing it as a subject in the sense in

which it is known today.
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2 Principles of Econometrics

i : : et isti ethods of
[E]conometrics is the science which deals with the determination by statistical m

concrete quantitative laws occurring in economic life. (Lange 1962, 13)

s and statistics are defined in the

Econometrics attains even broader meaning if mathematic ‘
: ositions from other proposi-

following broad sense: mathematics teaches how to derive prop e Bathiemabics would
tions; statistics teaches how to derive propositions from observed facts.

. : : tri Id
then coincide with deductive logic, and statistics with inductive loglch-;k- f;:;oln)le FaEEmL
then be simply the application of rules of logic to economics. (Marsc ’

) : ic phenomenon
[E]conometrics may be defined as the quantitative analysis c?f actu;zl et(:lo;m:ll rg e
based on the concurrent development of theory and observation, related by app P

ods of inference. (Samuelson, Koopmans, and Stone 1954, 142)

ience in which tools of economic theory,

Econometrics may be defined as the social sc :
d to the analysis of economic phenomena.

mathematics, and statistical inference are applie
(Goldberger 1964, 1)

[T]he discipline in which one studies theoretical and practical aspects 9f applying statisti-
cal methods to economic data for the purpose of testing economic theories (represented b-y
carefully constructed models) and of forecasting and controlling the future path of economic

variables. (Sowey 1983, 257)

Econometrics is the field of economics that concerns itself with the application of mathemati-
cal statistics and the tools of statistical inference to the empirical measurement of relationships

postulated by economic theory. (Greene 2003, 1)

Broadly speaking, econometrics aims to give empirical content to economic relations for

testing economic theories, forecasting, decision making, and for ex post decisions/policy
evaluation. (Geweke, Horowitz, and Pesaran 2008, 609)

It clearly emerges from above definitions that econometrics as a branch of economics dif-
fers from other branches like mathematical economics, economic statistics, and mathemati-
cal statistics. While mathematical economics expresses economic theory in formal algebraic
language without bothering about measurability or empirical verification of the theory, the
econometrician often uses mathematical equations proposed by the mathematical econo-

mist but puts these equations in a form so that they lend themselves to empirical testing. The
economic statistics is concerned with collecting,
in the form of charts and tables 5
ries. Further,

the econome

processing, and presenting economic data
the econometrician uses these data to test economic theo-
n.la-thematical .StaﬁSﬁcs provides many tools used by econometrics. However,
which is thet g;;a:r :lj:rdesl different n;ethods because of the special nature of economic data,
T brief we can s y ieneréte 'through controlled experiments.

S ’theory. ThZ thizt " °b)eftlve of econometrics is to provide empirical content to
data, and statistical methoedmgl\rlec-hents‘ of econometrics are: economic theory, economic
without theory’ is suffici » mth?r theory without measurement’ nor ‘measurement

¥ clent to explain economic phenomenon. It js precisely their union
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Scope and Methodology of Econometrics

that is important, as emphasized by Ragnar Frisch in the editorial note to the inaugural issue
of Econometrica, the journal of the Econometric Society, published in 1933 (Frisch 1933).

1.2. BRIEF HISTORY OF ECONOMETRICS

Although quantitative economic analysis is a good three centuries old, econometrics as a
recognized branch of economics began to emerge only in the 1930s and 1940s with the
foundation of the Econometric Society, the Cowles Commission in the United States, and
the Department of Applied Economics (DAE) in Cambridge, England. In the initial years
of its development, these institutions emphasized on the development of econometric
methods.

The first major methodological debate in econometrics appears to have taken place
over the issue of applicability of the probability calculus and the sampling theory to the
analysis of economic data. Frisch himself was highly sceptical of the usefulness of these
tools as his primary concern was the problems of ‘multicollinearity’ and ‘measurement
errors’ which he believed were pervasive in economics. However, his approach was not
accepted by the econometricians at large. Instead, it was the probabilistic rationaliza-
tions of regression analysis that formed the basis of modern econometrics. In fact,
acceptance of Haavelmo’s (1944) probabilistic approach marked the beginning of a
new era in econometrics, and paved the way for its rapid development with the likeli-
hood method gaining importance as a tool for identification, estimation, and inference in
econometrics.

In the initial years, the researchers at the Cowles Commission were mostly busy in
providing a formal solution to the problems of ‘identification’ and developing methods
for estimation of simultaneous equations models. On the other hand, the research-
ers at the DAE were mostly engaged in understanding various problems of time series
data and obtaining a satisfactory solution to the problem of ‘spurious correlation. Their
contributions during that period helped to better analyse the economic time series
data and eventually laid down the basis of what is now known as the ‘time series economet-
rics’ approach.

Several other areas where econometrics witnessed significant developments over the
years are dynamic specification, latent variables, expectation formation, limited dependent
variables, discrete choice models, random coefficient models, disequilibrium models, non-
linear estimation, panel data models, forecasting and forecast evaluation, non-parametric
and semi-parametric estimation, bootstrapping, programme evaluation methods, integra-
tion and simulation methods, Bayesian econometrics, and so on.

All in all, the development of econometrics and the impact it has made on both
theoretical and empirical researches in economics over the past seven to eight decades have
been phenomenal.? This is corroborated by the fact that already six volumes of Handbook
of Econometrics (Engle and McFadden 1994; Griliches and Intriligator 1983, 1984, 1986;
Heckman and Leamer 2001, 2007) have been published, which include as many as 77

? Spanos (2006) provides a retrospective, but self-critical, account of the development of

econometrics.
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4 Principles of Econometrics

chapters covering diverse aspects of theoretical and empirical issues in econometrics,
Another dazzling fact is that out of 44 Nobel Memorial Prizes in Economic Sciences given
to 71 scholars till 2012, 5 awards have gone to 8 scholars for their contributions to the field
of econometrics® (see Table 1.1 for the list of awardees), which is second highest among al|
branches of economics.* Thus, Geweke et al. (2008, 631) rightly observed:

Econometrics has come along way over a relatively short period. Important advances have been
made in the compilation of economic data and in the development of concepts, theories and
tools for the construction and evaluation of a wide variety of econometric models. Application
of econometric methods can be found in almost every field of economics.... In both theory
and practice econometrics has already gone well beyond what its founders envisaged.

Table 1.1  List of Nobel Laureates from Econometrics and the
Rationale behind the Award

Year- Laureate Country Rationale
1969 Ragnar Frisch Norway For having developed and applied dynamic models for the
Jan Tinbergen Netherlands analysis of economic processes.

1980 Lawrence Klein United States For the creation of econometric models and the application to
the analysis of economic fluctuations and economic policies.

1989  Trygve Haavelmo Norway For his clarification of the probability theory foundations of
econometrics and his analyses of simultaneous economic
structures.

2000 James ). Heckman United States For his development of theory and methods for analysing
selective samples.
Daniel L. McFadden United States For his development of theory and methods for analysing
descrete choice.
2003 Robert F. Engle United States For methods of analysing economic time series with time-
varying volatility (ARCH)".
Clive W.J. Granger United Kingdom For methods of analysing economic time series with common
trends (cointegration).
* See Chapter 10, Section 10.9, for the meaning of ARCH.

1.3. METHODOLOGY OF ECONOMETRICS

By methodology of econometrics, we mean the steps which are followed in an econometric
study. Broadly speaking, an econometric analysis proceeds along the following steps.

(i)  The statement of economic theory or formation of hypothesis

(ii) ~ Specification of the econometric model to test the theory or hypothesis
(iii) Estimation of parameters of the specified model

* Apart from these scholars, the Nobel Prize for 2011 was awarded to Thomas J. Sargent and
Christopher A. Sims of the United States ‘for their empirical research on cause and effect in the
macro-economy’, It is to be noted that in their empirical research on macro-economics, they used
econometric tools innovatively. Moreover, Christopher A. Sims advanced the ‘structural VAR’ which
many experts consider as an extremely significant contribution in the field of macroeconometric

modelling.

*The highest number of awards (seven) has been bagged by the macroeconomists.
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Scope and Methodology of Econometrics 5

(iv) Verification or statistical inference
(v) [Forecasting and policy formulation

Hypothesis o
Hypothesis is that aspect of economic theory which is to be tested for empirical validity.

Suppose we want to examine validity of the Keynesian consumption theory that postulates
that consumption is a function of income. So if we frame the statement ‘consumption is a
function of income) it represents a hypothesis.

Model Specification

The model is an algebraic representation of a real world process. At the stage of model speci-
fication, we decide on the precise form of functional relationship between consumption
and income. For this, we may take guidance from the mathematical economist. Suppose the
mathematical economist suggests the following form of relationship between consumption
and income

Y, =a+pX, (1.1)

where

Y = consumption and X = income. The subscript i refers to the case of a particular
individual (i=1,2, ..., n).

Two features of the above relationship become apparent.

(i) There is one-way causation between consumption and income. This means that
consumption changes with change in income and not the other way around; and

(i) ‘The relationship between consumption and income is exact and deterministic. This
means that given the values of parameters ¢ and f3, we obtain only one value of Y
for each value of X.

However, the reality is that the relationship between consumption and income is not exact
but a typical one. This becomes clear when we look at the data which show that for each value
of X (income) there is a whole distribution of the values of Y (consumption). In other words,
persons with same income level are found to have different levels of consumption. This type
of a situation calls for a stochastic specification of the consumption function, which is done
by writing our model as

Y =a+pX +¢ (1.2)

Here € is called the stochastic term or disturbance term, or error term. Equation (1.2) rep-
resents an econometric specification of the consumption-income relationship as against
mathematical specification of such relationship provided by (1.1). The consumption-
income relationship represented by (1.2) is also stochastic because of inclusion of the
stochastic term €, The term ‘stochastic’ here means that for each value of X, there is a whole
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6 Principles of Econometrics

distribution of the values of Y so that it is not possible to forecast the value of Y exactly. This
uncertainty concerning Y arises precisely because of the presence of stochastic term £, Since
€ is a random variable, Y in (1.2) is also a random variable.

The above discussion suggests that we make stochastic specification of relationship
between the variables in econometrics, which is possible only with the inclusion of the
stochastic or disturbance term £, in our model. Otherwise, the relationship will continue
to remain exact or deterministic. In fact, inclusion of the disturbance term or our preference
for a stochastic specification may be justified at least in three important ways (Kennedy
2008, 3).

(i)  Human indeterminacy: 1t is believed that human behaviour is such that actions
taken even under ideal circumstances will differ in a random way. In that case,
the disturbance term helps to capture random or unpredictable behaviour of
human beings.

(ii)  Influence of omitted variables: Although income might be the major determinant of
consumption, it is not the only determinant. Other variables like individuals’ caste,
sex, education, liquid asset holdings, etc., may also have a systematic influence on
their consumption levels. However, in model (1.1), we have explicitly recognised
income as the only determinant of consumption although we cannot rule out
the possibility of these ‘omitted’ factors determining individuals’ consumption
levels. It is here the disturbance term helps by capturing the net influence of
such omitted factors/variables on the dependent variable of our model, which is
consumption.

(iii) Measurement error: It is possible that the variable being explained (which is con-
sumption in our example) cannot be measured accurately in some cases either
because of data collection difficulties or because of it being unmeasurable. In such
a situation, the disturbance term can be thought of representing the measurement
errors.

Estimation
Our objective here is to obtain estimates or numerical values of the unknown parameters
of model (1.2) by using any one of the estimation techniques. Some popular estimation

techniques used by the econometricians are Ordinary Least Squares (OLS), Maximum
Likelihood (ML), Moment, etc.

Verification or Inference

In this stage, we develop suitable criteria to examine whether the estimates obtained are in
conformity with the expectations of the theory that is being tested. For this purpose, we
depend on the branch of statistical theory known as statistical inference.

Forecasting and Policy Formulation

This is the final stage where we utilize the estimated model for the purpose of forecasting
and/or policy formulation.
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L4 NECESSARY ASSUMPTIONS FOR ESTIMATION
Once we have specified the behavioural relationship between Y and X as in model (1.2), our
next task is to estimate the values of two unknown parameters of our model which are  and
For this purpose, we need data on variables Y and X and also the disturbance term €. But
the difficulty is that £ is not observable like Y and X. Hence, to estimate the above model, we
ess the values of €. In other words, we make some reasonable assumptions about the shape
of the distribution of each €. Specifically, we make the following assumptions.

(i) Themeanor expected value of disturbance term € is zero. This is algebraically expressed
by writing

E(e)= Oforalli

This assumption means that for any given X, € may have different values, but on an
average it is zero. This assumption is important in that violation of it leads to the
‘biased intercept’ problem.’

(i)  The disturbances have uniform variance which is known as the assumption of homo-

skedasticity. Algebraically,

Var(¢)=E[g—E(¢)T
=E(£) [ E(g)=0]
=0’ constant foralli

In plain language, this assumption means that every disturbance has the same
variance, which is unknown. It also implies that the variance of € would not be
higher for higher values of X than for lower values. The violation of this assumption
creates an econometric problem called heteroskedasticity.

(iii) The disturbances are uncorrelated which is known as the assumption of serial inde-
pendence or non-autocorrelation. Algebraically,

Cov(,,£,)=El{£, ~E(£ )¢, ~ E(€))}]
=E(g¢€,)
=0 for i#j

This assumption implies that £ is independent such that different values of € are not
correlated. The violation of this assumption creates the problem of serial correlation
or autocorrelation.

(iv) & is normally distributed. This assumption is necessary for conducting statistical
tests of significance of the parameters estimated. It can be justified by invoking

5 For the meaning of bias of an estimate, refer to Chapter 2, Section 2.5.
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8 Principles of Econometrics

the Central Limit Theorem. We suppose that £ captures the impact of all omitted
variables, and we have many such variables which are minor but are independently
distributed random variables. Then, the distribution of the sum of such indepen-
dently distributed random variables tends to be normal as the number of such vari-
ables increases independently. It is obvious that violation of this assumption will
render the usual tests of significance (e.g., the t-test) for the estimated coefficients

inapplicable.
(v) X is a non-stochastic variable with fixed values in repeated samples. This implies that

the values of X are either controllable or fully predictable. Violation of this assump-
tion creates problems like errors in variables and autoregression.

Probability Distribution of Y,
Given the above assumptions, we may now look at the probability distribution of the

dependent variable Y. As Y’ is a linear function of £ which is normally distributed, it follows
that Y is also normally distributed. Further, the mean and variance of Y are

E(Y,)=E(a+pX.+¢€)
=E(a+fX,)+E(g,)
=a+ X, [. E(¢,)=0 and the concept of expectation does
not relate to ¢, 3, and X ]

Var(Y,)=E[Y,—E(Y,)T
=E(£,2) (. Y,=a+pX +¢)
=0

So we can write the probability distribution of Y as

Y,~ N(ar+BX,,0°)

1.5. DATA FOR ECONOMETRIC ANALYSIS
For empirical analysis of economic problems using the tools of econometrics, we use various

types of data. While some econometric tools can straightaway be applied to all types of data,
we may require specialized tools for analysing data sets having special features. The three
types of data used are cross-sectional data, time series data, and panel data.

Cross-Sectional Data

Crf)ss—secftional d.ata, also known as micro-data, are those collected for different entities in

a single time period. Thus, a cross-sectional data set may consist of a sample of individu-
als, households, firms, regions, countries, or any other type of units at a specific time point. 23
The cross-sectional variables are usually denoted by subscript i with i = 1, 2, ..., N, where
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N is the number of cross-sectional units from which data have been collected. Among the
important fields where cross-sectional data are extensively used are agricultural economics,
industrial economics, labour economics, health economics, urban economics, demography,
etc. Recently, a new branch of econometrics has emerged that deals with tools specifically
required for analysing cross-sectional data or micro-data. This is called microeconometrics.

Time Series Data

Time series data, also called macro-data, are those that are collected for the same entity for
different time periods. Thus, a time series data set consists of observations on one or more
variables over time. The examples of time series data are GDP, money supply, exports, im-
ports, government expenditure, exchange rates, stock prices, etc. The issue of data frequency
is important in the context of time series data. For economic variables, the most common
data frequencies are annual, quarterly, monthly, weekly, and daily. The time series data
are denoted by subscript t with t = 1, 2,..., T, where T is the number of time points for
which data have been collected. The branch of econometrics that deals with specialized
tools for analysis of time series data is popularly known as macroeconometrics or time series
econometrics.®

Panel Data

Panel data, also called longitudinal data, are data collected for multiple entities where each
entity is observed in two or more time points. For instance, if we collect data on some
macroeconomic variables (GDP, money supply, exports, etc.) for some countries for two
or more years, and arrange these data in a systematic manner, then our data set is called the
panel data set. Thus, the panel data set has both cross-sectional and time series dimensions.
The panel data are denoted by both i and ¢ subscripts that we used earlier for cross-sectional
and time series data, respectively. If the GDP data have been collected from N number of
countries and for each country data have been recorded for T number of years, then the
GDP variable (labelled as GDP,) would have NT observations. Apart from having enhanced
number of observations, the panel data are found to be useful to tackle many econometric
problems and analysing specific issues which are otherwise difficult to understand using
only cross-sectional or time series data. That is why panel data have been gaining wide
applications in recent years in many econometric analyses so that another new branch has
emerged which is known as panel data econometrics.

Experimental and Non-experimental Data

While discussing the types of data, it is important to note that in econometrics, we use non-
experimental data. In fact, econometrics evolved as a discipline separate from mathematical
statistics to analyse the non-experimental data. While the experimental data generated in
laboratory environments are used in the natural sciences, the econometrician uses non-
experimental data (e.g, data collected through sample surveys) that are generated not

6 Some scholars described microeconometrics and macroeconometrics as the twin sisters in
econometrics.
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10 Principles of Econometrics

through controlled or laboratory experiments. Of course, the econometrician draws upon
the tools from mathematical statistics whenever necessary, but uses separate (econometric)
methods developed to analyse the non-experimental data.

Sources of Data

The data to be used for econometric analysis may be obtained from published sources or
collected through field surveys. The former is called secondary data and the latter as primary
or field data. Secondary data are mostly available from government departments and inter-
national organizations, such as International Monetary Fund (IMF), World Bank, United
Nations Development Programme (UNDP), Food and Agricultural Organization (FAO),
and International Food Policy Research Institute (IFPRI). These organizations publish both
cross-sectional and time series data which are extensively used by the researchers especially
for inter-country comparison. In India, important sources of secondary data are the Reserve
Bank of India (RBI), Central Statistical Organisation (CSO), Census of India, National
Sample Survey Organisation (NSSO), Planning Commission, and different central and state
government ministries. Nowadays, a lot of secondary data on diverse aspects of the Indian
economy are collated and sold by many private organizations [e.g., Centre for Monitoring
Indian Economy (CMIE), Indiastat.com, EPW Research Foundation]. To analyse different
developmental issues, the researchers in India depend heavily on data available from these
sources. However, it is to be remembered that data available from the secondary sources
should not be utilized without criticism. In particular, one should look into the method-
ology of data collection and ascertain the quality/reliability of data before they are put to
final use.

While secondary data are already published, which the researcher merely gathers as per
her/his requirements, quite often such data are found inadequate to analyse the problems
under consideration. So the researcher might like to collect more data through field surveys
which are called primary data. Here again several methodological issues, such as question-
naire design, sample selection, determination of sample size, time frame for survey, and
so on, need to be settled before going to the field for actual collection of data.” Needless
to mention, data collected following scientifically designed sampling procedure would be
more reliable and suitable for the purpose of econometric analysis.

1.6. ABOUT EVIEWS SOFTWARE PACKAGE

To illustrate application of various tools of econometrics discussed in this book, we have used
the EViews software package. The full form of EViews is ‘Econometric Views. It is developed
by Quantitative Micro Software (QMS), USA. EViews version 1.0 was launched in March
1994 replacing its predecessor, MicroT'SP. The latest version is EViews 8, released in March
2913. The exercises carried out in this book are based on this latest version. However, as the
dialogues and commands for version 8 are almost the same as the previous two versions

7 . . -
For detailed discussions on these issues,

Hoddinott (1993); and Rudsa (1989). one may refer to Desai and Porter (2006); Devereux and
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Scope and Methodology of Econometrics 11

(EViews 6 and 7), scholars using the previous version will not find any difficulty in following
the illustrative examples contained in this book.

An important feature of EViews is that it is a very simple and user-friendly econometric
software package that runs on Windows machines.® It takes advantage of the visual features
of the modern Windows software so that one can just use the mouse to guide the operations
with standard Windows menus and dialogues. For input and output, it supports various
formats, including Excel, PSPP/SPSS, DAP/SAS, Stata, RATS, and TSP. Although EViews
is specially designed to work with time series data, it is also extensively used for econometric
analyses of cross-sectional and panel data. So it is a very versatile software package.

Some important basic capabilities of EViews 8 are as follows.

+ Reading and writing of data files in standard spreadsheet formats

» Computing a new series, based on a formula of any complexity

« Obtaining plots of data series, scatter diagrams, bar graphs, pie charts, etc.

« Descriptive statistics: correlations, covariances, autocorrelations, cross-correlations,
and histograms

« Ordinary least squares regression, least squares with autoregressive correction and
two-stage least squares

« Non-linear least squares

+ Robust least squares

« Tests for various econometric problems: heteroskedasticity, autocorrelation, multicol-
linearity, model specification error, etc.

« Estimating quintile regression

« Breakpoint testing (both for single and multiple breakpoints)

« Breakpoint regression (automatic selection and user-specified)

« Probit and logit estimation of binary choice models

« Linear and non-linear estimation of systems of equations

+ Pooled cross-sectional-time series estimation and forecasting

« Various tests of stationarity of time series data

« Causality tests including panel causality testing

« ARCH-GARCH estimation and forecasting

« Estimation and analysis of vector autoregressive (VAR) systems

+ Bayesian VARs

« State space models and Kalman filter

+ Forecasts based on regression

¥ Agung (2011, xv), who worked with several software packages and has written useful books on
software applications, observed that not only is EViews the most user-friendly among the available

statistical /econometric software packages but is also equally competent to analyse all kinds of data
sets—cross-sectional, panel, and time series. It may also be noted that the EViews software package
is quite economical in relation to other statistical/econometric software packages. For instance, one
unit of the student version of EViews 8 is currently available for $39.95 only. This software is marketed

by IHS Global Inc., USA.
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2. CLASSICAL LINEAR REGRESSION MODEL (CLRM)
3. FURTHER DEVELOPMENT AND ANALYSIS OF THE CLRM

Regression versus Correlation

Correlation: The term correlation is a combination of two words ‘Co’ (together) and relation
(connection) between two quantities. Correlation is when, at the time of study of two variables, it
is observed that a unit change in one variable is retaliated by an equivalent change in another
variable, i.e. direct or indirect. Or else the variables are said to be uncorrelated when the
movement in one variable does not amount to any movement in another variable in a specific
direction. It is a statistical technique that represents the strength of the connection between pairs
of variables. Correlation can be positive or negative. When the two variables move in the same
direction, i.e. an increase in one variable will result in the corresponding increase in another
variable and vice versa, then the variables are considered to be positively correlated. For instance:
profit and investment. On the contrary, when the two variables move in different directions, in
such a way that an increase in one variable will result in a decrease in another variable and vice
versa then this situation is known as negative correlation. For instance: Price and demand of a
product.

Regression: A statistical technique for estimating the change in the metric dependent variable
due to the change in one or more independent variables, based on the average mathematical
relationship between two or more variables is known as regression. It plays a significant role in
many human activities, as it is a powerful and flexible tool which used to forecast the past,
present or future events on the basis of past or present events. For instance: On the basis of past
records, a business’s future profit can be estimated. In a simple linear regression, there are two
variables x and y, wherein y depends on x or say influenced by x. Here y is called as dependent,
ot criterion variable and x is independent or predictor variable. The regression line of y on x is
expressed as under:
y=a+ bx

Where, a = constant and b = regression coefficient. In this equation, a and b are two regression
parameters.

Differences between Correlation and Regression

The points given below, explains the difference between correlation and regression in detail:

e A statistical measure which determines the co-relationship or association of two quantities is
known as Correlation. Regression describes how an independent variable is numerically
related to the dependent variable.

e Correlation is used to represent the linear relationship between two variables. On the
contrary, regression is used to fit the best line and estimate one variable on the basis of
another variable.

e In correlation, there is no difference between dependent and independent variables i.e.
correlation between x and y is similar to y and x. Conversely, the regression of y on x is
different from x ony.

e Correlation indicates the strength of association between variables. As opposed to, regression
reflects the impact of the unit change in the independent variable on the dependent variable.

e Correlation aims at finding a numerical value that expresses the relationship between
variables. Unlike regression whose goal is to predict values of the random variable on the
basis of the values of fixed variable.
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Correlation and Regression are the two analysis based on multivariate distribution. A multivariate
distribution is described as a distribution of multiple variables. Correlation is described as the
analysis which lets us know the association or the absence of the relationship between two
variables x” and ‘y’. On the other end, Regression analysis, predicts the value of the dependent
variable based on the known wvalue of the independent variable, assuming that average
mathematical relationship between two or more variables.

e
— il

Correlation Vs Regression

The difference between correlation and regression is one of the commonly asked questions in
interviews. Moreover, many people suffer ambiguity in understanding these two. So, take a full
read of this article to have a clear understanding on these two.

Regression Model

The classical linear regression model can be expressed as follows equation, where Y; is dependent
variable, X is the independent or explanatory variable, o is the regression constant or intercept,
B is the regression coefficient for the effect of X; on Y; or slope of the regression equation, and
¢ is the error we make in predicting Y; from X

Yi=a +BXi+e¢

Steps in Regression Analysis
e Statement of the problem under consideration
e Choice of relevant variables
o (Collection of data on relevant variables
e Specification of model
e Choice of method for fitting the data
e Titting of model
o  Model validation and criticism

Types of Data for Regression as well as Econometrics Analysis

Cross section data: Cross section data give information on the variables concerning individual
agents (e.g., consumers or produces) at a given point of time. For example, data on income
across sample individuals for a particular point of time say in the year 2015.

Time series data: Time series data give information about the numerical values of variables
from period to period and are collected over time. For example, the data during the years 1990-
2010 for monthly income constitutes a time series data.

Panel data: The panel data are the data from repeated survey of a single (cross-section) sample
in different periods of time.

For details discussion on Classical Linear Regression Model, one may follow the chapter
of Simple Linear Regression Model as follows.

[Important: Point 2.6, 2.10, 2.11 and 2.12 are not required for beginners]

28



2 The Simple Linear Regression Model

This chapter begins with discussion on regression technique, the main workhorse in the toolkit
of any researcher, especially in the social sciences. We discuss the issues connected with the
two-variable or simple linear regression model (SLRM) in this chapter. The issues specifi-
cally dealt with are specification and assumptions of the SLRM, estimation of such a model,

hypothesis testing or inference, measuring the quality or goodness of fit of the estimated
model, and so on. We also describe the steps involved in estimation of the SLRM using the
EViews software package, and clarify the interpretation of EViews regression output.

2.1 DEFINITION

Regression analysis is one of the most important tools at the disposal of any researcher.! In
very general terms, regression is concerned with describing and evaluating the functional/
causal relationship among variables.? For instance, if we are interested to know the relation-
ship between consumption expenditure of the individuals and their levels of income, educa-
tion, sex, caste, and so on, we can do so in terms of regression analysis. In regression analysis,
we begin by expressing the relationship among the variables in the form of an equation or a
model. In such a model, one of the variables is taken as the dependent variable? and all other
variables are independent variables.* If we are interested to study the relationship between
two variables only, our model involves one dependent variable and one independent vari-
able. Such a modelis called the simple regression model. On the other hand, we examine the
relationship between dependent variable and more than one explanatory variable together
in a multiple regression model.

The main issues that concern a researcher employing regression technique to study the
relationship among variables are specification and assumptions of the regression model,
estimation of such a model, hypothesis testing or inference, and measuring the quality or

' The term ‘regression’ was coined by Francis Galton, an accomplished scientist of nineteenth
century and a cousin of Charles Darwin. _

* While regression shows causal/functional relationship between the variables, correlation shows
degree of association between them. ‘

3 Alternative names of dependent variable are: explained variable, response variable, and
regressand.

*Independent variable is also called explanatory variable, control variable, and regressor.
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Table 2.1 presents data on two variables—annual per capita consumption expenditure and
anr?ual per capita NSDP (net state domestic product—which proxies for income)—for 22
major states of India. When we plot these data in a scatter diagram, it appears that there is an
approximate linear and positive relationship between per capita consumption expenditure
(Y) and per capita NSDP (X ) (see Figure 2.1). This means that increases in Y are usually
accompanied by increases in X, and such a relation between the two variables can be
described approximately by a straight line. Then the question is: how to draw such a line?
Of course, we could draw such a line by hand and see the intercept and slope of it to form an
understanding about the relation between consumption and income. However, in practice
such a method is likely to be inaccurate and laborious. Therefore, it would be of interest to
determine the extent to which the relationship between Y, and X, can be described by an

algebraic equation that can be estimated using a defined procedure. Here we may consider
using the following equation that ‘best fits’ our data.

Y, =a+pX, (2.1)

However, the problem is that equation (2.1) is an ‘exact’ one which means, given the
values of the intercept (¢) and slope (8), we can determine with certainty the value of Y
for each value of X. But our scatter diagram suggests that for each value of X, there could
be different values of Y. In other words, the relationship between Y and X is not exact, and
hence the above model appears inadequate to describe the relationship between Y and X
as suggested by the data. In this situation, to make the model realistic, we add a stochastic
disturbance term or error term (8‘.) to our model and write it as

Y =a+BX.+¢ (2.2)

A model such as (2.2) is called the two-variable or simple linear regression model
(SLRM).® As noted in the previous chapter, the stochastic disturbance term £ serves sevc?ral
functions. Most notably, it captures the effects of factors other than income on consumption
expenditure, corrects for errors in the measurement of Y, captures the effects of random and
unpredictable events on Y, and so on.

S The linearity of this model implies that (a) one-unit change in X has the same effect.Oll Y
irrespective of the initial value of X (this is so because AY, = BAX, when Ag, = 0) and (b) the highest
power of the two parameters & and fis 1.
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Table 2.1 Annual Per Capita Consumption Expenditure (PCEXP) and Annual Per Capita
NSDP (PCNSDP) in Major States of India

- ' 2. wP‘CEX'P L e o "
Andhra Pradesh 18,166 51 025
T L SN TR R T o £ TR o i ' R R R R
m;r S R R N AR T 0 M T f3’4'088 T T @&gm
Blh?r o 10,162 16,119
é’ér‘;f‘_t‘w( T 83 VORIIR R T TR e R £
[Chhattisgarh, A mam— ma.mwﬁ
Gujarat 16,093
%iafyané Tt 1 WD 19’9’58 »'?irl;.’l'
Himachal Pradesh 21,272
[ —— B = TR R R O SR TR
Hammu & Kashmir. 15833 < S —
Jharkhand 12,542
‘Karnataka 15 S————
Kerala 21,664
m_ e e T L
{Madhya Pradesh 13,454
Maharashtra 20,090
[orissa. 12,854 T W—
Punjab 19,330 62, 153
VT R T P = E 2 3 ; 7
3 Qvn‘_» ol AR L e S RN 14'538 e SRR 34"182 O o B '&
17,653 48,937
ﬁw' T S R AR AT T TN PSR 2 T TR T 5 R AR w3y
A OMOR RO, oo svni s st Sty 2 i 16’969 Sl e S 52”4&3”&% SO,
Tripura 15,595 35 799
ﬁm R R R L R e R Ty o S I 7;8 T S i
J&éﬂ I S B e e SRR S s R S o A =S T 12’v i e SRR mgws 1 il esita vt
Uttarakhand 17,458 55, 877
i S Rl SR 15 424! 5 W e e S oS 41 469

Sources: PCEXP (in rupees) for year 2009 10 from NSSO (201 1) and PCNSDP (in rupees) for
2009-10 from RBI (2011).

Having specified the relation between Y and X as above, our next task is to estimate the
unknown parameters & and f of the model. There are various methods of estimation such as
ordinary least squares (OLS) method, maximum likelihood method, moment method, etc.
However, we focus on the OLS method as it is the most popular method to estimate a linear
model.

The OLS method presupposes fulfilment of the following set of assumptions (which are
also referred to as the Gauss-Markov assumptions).

(i)  Zero mean of disturbances (€ ): Using notations, E(¢) =0 forall .
(ii) Homoskedasticity or constant variance of £; Var(€) = E(€?) = 0* = constant for
alli.

(iii) Serial independence of £ Cov(€, €, ) E(g, I-:) Oforalli=].
(iv) Non-stochasticity of X;: "This means the series for X is fixed in repeated samples.
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Figure 2.1  Scatter Plot of Data on PCEXP and PCNSDP in Indian States

Source: Author’s own.

(v) Exogeneity: This means that the disturbance term € and the explanatory variable X
are independently distributed, i.e., they are not correlated with each other.
(vi) Linearity: The model must be linear in parameters because the OLS is a linear

estimation technique.
(vii) The number of observations (1) is greater than number of parameters in the model,

ie,n>2.
(viii) Normality: Apart from above assumptions, we make the normality assumption for
the disturbance term, £, which is actually required to conduct tests of hypotheses

after OLS estimation of the model.

2.3 OLS ESTIMATION X
Before discussing the OLS method for estimating the above model (2.2), let us note the

difference between the terms ‘estimator’ and ‘estimate. An ‘estimator,’ .is aformula o.r~n;ethI0:i
to estimate some unknown parameter of the model. The ‘estimate’ is the numerical valu
obtained after applying such a formula to a given data set. | P

The model such as (2.2) is called the population regression model aie :t r:data o
relationship between consumption and income with ref'erex"nce .to the lfao.pu a u;ﬁerical ;;a]ues
@ and B are called ‘true’ population parameters. Our objective is to obtain n
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(which are called estimates) for these unknown parameters by using sample data on Y, and
X. Suppose the numerical estimates of o and 8 are @ and [, respectively. Using these
estimates, we can write our estimated regression line as

Y =a+ X, (2.3)

Here the series Y, gives the estimated or predicted values of Y for different values of X, given
the values of & and S. So given the data on Y and X, our objective is to compute the values
of & and f3. Once this is done, we say that estimation is complete and the estimated line has
been determined. Figure 2.1 shows one such estimated line.

Now the question is to what extent our estimated line is appropriate to describe the rela-
tion between consumption and income that emerges from our sample data set? This is an
important question because whichever line is considered, some data points will lie above
the line and some below the line. In other words, we have some residuals (e ) from the line,
which are defined as

¢ =Y,~Y,=Y,- - X, (24
Here, i = 1, 2, ..., n so that we have n sample residuals. In this situation, we may think of
choosing the estimated line (i.., choosing the values of & and f) in such a way that
the residuals are small. One possible criterion here is to select & and f to make e =0.
This implies:

Y(Y,-a-BX,)=0 (2.5)
which, on dividing through n, gives
Y=a+pX (2.6)

Equation (2.6) implies that & and /3 should be chosen in such a way that the estimated
line passes through (X, Y). However, the problem of choosing an appropriate estimated
line is not solved yet. This is because we could pass a line with any slope whatsoever through
(X,Y) which would satisfy the condition that the algebraic sum of the residuals is zero
(ie., Ze,. =0). Therefore, this criterion is inadequate to determine a specific estimated line.

In this situation, we apply the least-squares criterion which requires that the values of
& and f3 are chosen in such a way that ¥ ¢’ is minimized.S

® There is a controversy as to who first developed the method of least squares to fitaline. One view
is that in the late 1700s and early 1800s Carl Friedrich Gauss in Germany, Adrien-Marie Legendre in
France, and Robert Adrain in the United States independently developed the method of least squares.
However, Stigler (1986) opined that Gauss probably possessed the method well before others, but he
failed to communicate it to his contemporaries.
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Using (2.4), we can write:
T =X(Y,~é-fX,) ()

The necessary conditions of minimization of 26,2 are

2 2
92 i S
o 3
Applying these conditions, we obtain
Y =n&'+ﬁ2X,. (2.8a)
YXY=aTX +BEX (2.8b)

These are termed as the OLS ‘normal equations.

It follows that given data on Y and X to estimate the line implied by equations 2.8a and
2.8b, which is called the estimated regression line, we have to compute five quantities from
the sample data, which are

n XX, XY, XXY, and TX;

Substitution of these into equations (2.82) and (2.8b) gives two simultaneous equations
which can be solved for the two unknowns, & and /3. Using the values of & and £ in (2.3)
we obtain the estimated regression line as

Y, =ér+ X,

2.4 PROPERTIES OF OLS REGRESSION LINE
Some important properties associated with the OLS regression line are as follows:

(i)  As previously mentioned, the OLS regression line passes through the point of means
(X, Y). This follows directly from the first normal equation (2.8a), which, on

dividing by 1, gives
T=a+pX
(i) The residuals e have zero covariance with the sample X, values, and also with Y,

which represents the estimated or predicted values of Y. These can be proved as
follows.
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By definition,
1 -
Cov(X,,e)=—2(X, - X)(e,—%)
n
1

=—3(X,~X)e, (.'7=0)
=12X,.el. —l)_(ze,-
n n

=13Xe  (rZe=0)
n

o OXE L
The condition ——-=( implies

9 e e
aﬁZ(Yi_a_ﬂXi) =0

=23 X,(Y,-&-fX)=0
=-23X,e,=0 ['Y,—&—pX =Y,~(a+pBX)=Y,~¥,=¢]
=¥ Xe=0

Thus,
Cov(X,.,e,.)=lZX,.e,. =0
n
Again, Y, =&+ BX'. implies that Y, is a linear function of X so that
Cov(Y,, e)=0

(iii) The estimated coefficients & and ,3 may also be computed sequentially using the follow-

ing formulae.
B:Eﬁ_& (2.9a)
%
a=Y-px (2.9b)
where
x,=X—-X
and
y,=Y,-Y
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Note that (2.9b) is a mere rearrangement of equation (2.8a). Equation (2.9a) follows
from substitution of equation (2.9b) into (2.8b). This is shown below.

SXY,=(T-BR)ZX+PIX}
STXY =YYX -BXIX,+PLX]
= B[2x}-XXX, |=EXY,-YIX,

=i zx: Lexy|-zar - ExTy
n

Alternatively, using the definitions of Cov(X, Y,) and Var (X)), we can write

s XXy /n _ [Z(X‘- —_)?)(Y: —?)]/n _ Cov(Xl., K)

- Exf/n E(X,- —f)2/n - Var(X,) 0

(iv) The total variation in Y, may be expressed as sum of two components—the variation
‘explained’ by the estimated regression line and the variation not explained or ‘unex-
plained’ by the estimated regression line.

To illustrate this properly, consider Figure 2.2, where we have drawn the estimated
regression line Yl =a+ fX, . Since the least squares regression line passes through the
point of means, we take (X, Y) as the new origin. Now consider point P with co-ordinates
(X, ¥).

The first co-ordinate can also be expressed as x,, while the second co-ordinate can be
represented as y. Now, as shown in the figure, y. can be split into two components so that

¥, =7 +e, (2.11)

where

A

5’ - Yx i }7
Now squaring and summing over all observations,

Ly, =X(j +e)
=Ly +Xeg 23 e,

=Xy +Xe [".Cou(3,,¢,)=0] 36
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Y
Estimated line:
— Vi=a+pX
Yi p e o . °
-
.
®
°
°
°
.
.
°
0 X Xi X

Figure 2.2 Decomposition of Total Sum Squares

Source: Author’s own.

Wecall ¥y as total sum squares (TSS), 2 3 as explained sum squares (ESS),and Xe as
residual sum squares (RSS). Thus,

TSS = ESS + RSS
From this result, we may also derive an alternative expression to compute ESS.

ESS =TSS - RSS
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2.5 PROPERTIES OF ESTIMATORS

To choose between estimating principles, we look into the properties satisfied by them.
These properties are classified into two groups—small sample properties and large sample
properties.’

Small Sample Properties
 Unbiasedness: An estimator ,B is said to be an unbiased estimator :
expected value is equal to the value of true population parameter, B, ie., E( p)=p8
In everyday terms, this means that if repeated samples of a given size are drawn, and
,3 computed for each sample, the average of such J values would be equal to S.
However, if E( ) # 3 or E( ﬂ) _B#0,then 3 is said to be biased and the extent
of bias for /3 is measured by E( B3)-B. )
« Minimum Variance or Bestness: An estimator 3 is said to be a minimum variance or
best estimator of B if its variance is less than the variance of any other estimator, say 8.
Thus, when Var( ﬂ ) < Var(f), ﬂ is called the minimum variance or best estimator of
9

of B if its mean or

« Efficiency: ,B is an efficient estimator if the following two conditions are satisfied
together:

(i) ﬂ is unbiased and
(i) Var( ﬂ ) < Var(B)

An efficient estimator is also called as a minimum variance unbiased estimator
(MVUE) or best-unbiased estimator.

« Linearity: An estimator is said to have the property of linearity if it is possible to express
it as a linear combination of sample observations.'”

« Mean-Squared Error (MSE): Sometimes a difficult choice problem arises while com-
paring two estimators. Suppose we have two different estimators of which one has
lower bias, but higher variance, compared with the other. In other words, when

(biasﬁ ) > (biasf’)

7'There is no hard and fast rule to distinguish between small and large samples. However, a working
definition is that a small sample has 30 or less observations while the large sample has more than
30 observations.
8.'Ihe unbiasedness property reflects on the accuracy of the estimator. Thus, when an estimator is
unl;nase.:d., we say that it is able to provide an accurate estimate of its true population parameter.
Minimum variance is associated with reliability dimension of the estimator. Obviously, the esti-
mator that has lower variance is more reliable than the estimator which has higher variance.

10 ) P - 5 4 ; i
‘ Put dlﬂ’eltently, linearity is associated with linear (e, additive) calculation rather than multipli-
cative or non-linear calculation.
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but

Var(3) < Var(8)

then how to choose between the two estimators? In this situation, where one estimator
has a larger bias but a smaller variance than the other estimator, it is intuitively plausible to

consider a trade-off between the two characteristics. This notion is given a precise, formal,
expression in the mean-squared error.

The mean-squared error for /3 is defined as

MSE(B)=E[ - BT

=E{B-EB)+{EB)- BT

=E{B-E(B)} +E{E(B)- BY +2E[{B - E(B)HE(B)- B}]
= Var(ﬁ) +(bias,l§)2

This is so because the cross-product term vanishes, as shown below.

E[{B - E(B)HE(B)- B}1=E{BE(B)- BB-E(B)E(B)+E(B) B}

=E(B)E(B)-E(B)B—E(B)E(B)+E(B)B
=0

_ Now, according to the mean-squared error property, if MSE( ﬂ ) < MSE(f8"), we say that
B has lower mean-squared error, and accept it as an estimator of J3.

Large Sample or Asymptotic Properties
These properties relate to the distribution of an estimator when the sample size is large, and
approaches to infinity. The important properties here are the following.

 Asymptotic Unbiasedness: ,B is an asymptotically unbiased estimator of f3 if
lim E(5)=/3

This means that the estimator ,B , which is otherwise biased, becomes unbiased as the
sample size approaches infinity. It is to be noted that if an estimator is unbiased, it is
also asymptotically unbiased, but the reverse is not necessarily true.

» Consistency: Whether or not an estimator is consistent is understood by looking at the
behaviour of its bias and variance as the sample size approaches infinity. If the increase
in sample size reduces bias (if there were one) and variance of the estimator, and this
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continues until both bias and variance become zero, as n—yoo, then the estimator is

said to be consistent. Thus, ﬂ is a consistent estimator if

lim [E(4)- 1=

and

limVar(ﬂ)=0

2.6 PROPERTIES OF OLS ESTIMATORS
and unbiased. In brief, we say that they

The ordinary least-squares estimators are best, linear,
are BLUE.!! The BLUE properties for the least-squares estimators are proved below.

Recall the two-variable linear model

Y=o+BX +E

where £ satisfies the OLS assumptions:

E(£)=0 | .
B&)=a O
E(g¢,)=0 fori#j
We know that
/ zxii
p=1
22
and
a=Y-px
where
x,=X,-X
and
yi=Y,'—?

11 BLUE—best, linear and unbiased estimator. Th _
’ . The BLUE ty of th i 1
known as the Gauss-Markov theorem. property of the OLS estimators 1s alsO
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Unbiasedness of 3

3 _ leyi

'B__fo

= qu(Y. _Y)
bX o

= zxiYi ‘szi

= Zx'z

= z;’; [\ in =Z(Xi —X)=O]

=SwY (2.12)

where

"Xl (2.13)

It follows from (2.13) that

L=0 (2.14)

XxX

o
_Z(X.'_)—()Xi

- X(X,-X)
XX -XYIX

T XX?-2XXX +nX?
_ XX -nX’
—ZXiZ—Zn)—CZ+nX2
XX -nX’

- ZX,-Z _nXZ

2wX, =

Y 1

Sw= Cay Za (2.15b)
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From (2.12), we have

A

p=LwY,
=Y w,(a+pX +€)
=aSw +BIwX +LwE
=+ 2 weE, ffoce Zw,:OandZw,X,:l) (2.16)
Taking expectations,
E(A)=E(B+Zwe)
=p+ZwE(e)
=ﬂ [E(Q)—"-O]
This proves that ,B is unbiased.
Linearity of ﬂ
From (2.12),
p=ZwY,

Since ws are a set of fixed values, we may write

f=wY +w,Y, +..+wY,

This shows that ,B is a linear combination of sample values of Y, the dependent variable.
Thus,  has the property of linearity.

Minimum Variance or Bestness for

In order to prove minimum variance or bestness property for £, we shall compute

the variance of f and show that it is lower than the variance of some other estimator.
From (2.16), we have

ﬁ=ﬂ+2wl€i
=5 ﬂ:—ﬂ=2wl€i
= B-E(f)=Zwe, [ E(B)=p)

Thus,

Var(ﬁ) = E[i}_ E(ﬂ)]Z
=E(Zwge,)
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= E(ZW'ZE‘Z +22,wl,w’,gl_g’)
i<j
=Y w!E(e)+ ZZwiw’.E(E‘.gi)
i<j
=0 3w [E(&)=06" and E(qel.)=0 fori# j]
o’ g 1
"lez . Zwi =fo] (2.17)
Let us now consider some other estimator, say ', such that
=X,
where ¢, (i=1,2, ..., n) represents a set of weights
Then,
B =%c(a+pX +¢)
=aXc+flcX +2cE (2.18)
Taking expectations,

E(ﬁ.)= azc.‘ +ﬂzCin [E(S‘)=O]

It is clear that we require the weights to be such that " is an unbiased estimator. This
imposes the conditions

Yo=0and Y X =1= Xex =1 (2.19)

Let us now compute Var(ff') accepting these conditions. Under these conditions,
equation (2.18) reduces to

B =p+Xce = (B-P=(F -E(F))=Xcs,

Thus,

Var(f')=E[f -E(f )T
=E(Zcg)”
=E(ZC;2€-2+ZZ‘,:‘C;£f£i)

=ZcfE(£f)+22§i c,E(¢¢€;)
=* Y f-_-E(q?):o‘zandE(el.E,)=0for i#j] (2.20)
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To compare Var ( B) with Var(B'), consider the expression

¢, =w,+(c,—w,)

= ZC,Z=ZW‘2+Z(C.'_W«')2+2Ewi(ci_wi) (2.2])

Note that

Ewi(ci—wi)

=2wici—zwi2

_ex 1 TP

- Zx,z Zx,z TR lez

= ijlz _le,.z [','Zcixi =1,asshownin (2.19) above]

=0
Thus,

Var(B')=0*[Ew? +3(c,—w,)’]

c’ 2 2 |52 1
B +0° 2(c,—w,) ( 2w, —Zx?_}

= Var(ﬁ)+ o’ X(c.—w,)’

Since Z(c.—w,)* > O unless ¢, = w, for all i, Var( ﬂ ) < Var(f8'), and we conclude that ,B isa
minimum variance or best estimator.

2.7 STATISTICAL INFERENCE IN SLRM

After estimating the population parameters (¢ and f8) of our regression model, our next task
is to examine statistical significance of the estimated coefficients (& and /) by applying our
knowledge of statistical inference.'? Examination of statistical significance of the estimated
coefficients specifically requires the knowledge about their sampling distributions. In this

regard, it may be noted that
V2
o‘z~N[a{l+ E }] (222)
no Xx,

. 2 In layman’s language, testing statistical significance of an estimated coefficient (say ,3 ) enables
us to understand the usefulness of X as a predictor of Y.
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B~N[ﬂ, ;:2 } (2.23)

Expression (2.22) states that & has a normal distribution with mean equal to & and
V2

: 1 X . X
variance — + 5 . Similarly, (2.23) states that [3 also follows a normal distribution with
noox

. 2
mean equal to fand variance 0~ /Xx” . However, these results are useful when the variance

of the disturbance term (0?) is known. Unfortunately, in practice, 0% is not known and has
to be estimated as

2
pey RSS _ e
n—-2 n—2

(2.24)

where & is the estimate of g%.13

Hypothesis Testing )
We formalize the object of testing statistical significance of B (also &) by stating that we
want to test the validity of the null hypothesis (H,)!* that the value of true population

parameter f3 is zero against the alternative hypothesis (H, )" that it is different from zero. In
the present context, we set our hypotheses as

H: B=0
H,: B # 0 (under two-tailed test)

However, if we have any prior knowledge about the sign of 8 (say positive), then the
hypotheses are set as

H. B=0
H,: B > 0 (one-tailed test)

13 Note that \/0—'2 =0 is called the standard error of regression. It provides an estimate of standard
deviation of the regression error (or disturbance term) €.

' In simple language, null hypothesis is what we are going to test.

'S The alternative hypothesis represents our conclusion if the experimental test indicates that the
null hypothesis is false.
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Having set the hypotheses to be tested, our next task is to compute one t-value, which ig
denoted by £ . The formula used for computation of t' is:'¢

t =B;'.B
SE(B)
_ B

——— (underH_:B=0)

=S % (2.25)

where SE( ,B ) is the standard error of ,B Ly

Having computed the value of ¢ in the manner stated above, we compare it with
critical (or theoretical) t-value obtained from the t-table for level of significance'® /2 (under

'6 The reason behind calculation to f in this manner lies in the following: As / is normally

distributed, (8- 5) / \’Var(ﬁ ~ N (0, 1), which means that (- /) / Var(B) has a standard

normal distribution. Again, it has been be shown that RSS/0? follows a y¥? distribution with
degrees of freedom k = n - 2, where n = number of observations. Now there is a theorem which
states if we have two variables (X, and X,) which are independent but X ,~N(0, 1) and X ~ ¥ with

degrees of freedom k, then X, / \ / X, /k = standardised normal / J independent averaged y* follows a
t-distribution with degrees of freedom k. Using this theorem, we write

P B-B / RSS  with degrees of freedom k=1 -2
2

B \IVar(B) 0" (n-2)
Thus,
t.=\jol'32;§x2/ ’2222:3 [‘.‘Var(,B)=0‘2/Z.‘:ci2 and RSS=6"(n-2)]
__ A8
,Ihd'z/inz
i
SE(f)
Similarly, we can say that ind

— also has a t-distribution with degrees of freedom n - 2.
SE()

17 'The standard error of an estimator is nothing but the standard deviation of the sampling distri-
bution of the estimator and the sampling distribution of the estimator is a probability or frequency
distribution of the set of values of the estimator obtained from all possible samples of the same size
from a given population.

'® Level of significance is the probability of rejecting the null hypothesis (H,,) when it is actually
true, i.e,, it is the probability of committing a Type I error.
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two-tailed test) and degrees of freedom!® n-2. The following decision rules are followed
here.

. If Itl >t,,,(n—2), ie., absolute value of computed-t is greater than the value of
critical-t at level of significance A/2 and degrees of freedom n-2, then reject the
H, and conclude that f is statistically significant at significance level A/2 and the
regression is meaningful.

« On the other hand, if |t‘ <t;,(n—2), then accept the H, and conclude that ﬂ is
statistically insignificant at significance level A /2 and the regression is meaningless.

The same procedure and decision rules apply when we test statistical significance of &.

One-Tailed Test

The one-tailed test reduces the critical-t value for a given degrees of freedom, which increases
the possibility of obtaining significant regression result. Application of the one-tailed test is
justifiable when we are certain about the sign (positive/negative) of the slope parameter
B. For instance, the Keynesian consumption theory suggests that the marginal propen-
sity of consume (represented by f8) is positive so that our hypotheses, while estimating
consumption-income relationship, may be written as

HN:ﬂ=0
HA:ﬁ>0

In this situation, we apply the one-tailed test procedure in order to examine statistical
significance of §. The decision rules here are

o If |t. | >t,(n—2),ie., absolute value of computed-tis greater than the value of critical-t
atlevel of significance A and degrees of freedomn -2, then reject the H_and conclude
that /3 is statistically significant at the level of significance A. )

+ On the other hand, if It| <t,(n—2), then do not reject the H, and conclude that )]
is statistically insignificant at the level of significance A.

Likewise, when we are certain that § < 0 (e.g., in investment-rate of interest model), we
may continue with the one-sided test. In this situation, the hypotheses are

HN:ﬂ=0
HA:ﬁ<0

and the decision rules are the same as mentioned above.

** The term degrees of freedom means the total number of observations in the sample (n) less
the number of independent (linear) constraints put on them. In other words, it is the number of
independent observations out of total n observations. In the context of the two-variable model, the
degrees of freedom is  — 2 (not n); for the k-variable model, it is n - k. The general rule is that degrees
of freedom = n minus number of parameters estimated.
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It needs mention that in practice researchers apply one-sided tests more fr.equ‘ently. This
is primarily because, compared with two-tailed tests, the critical-t value f'or re)ectmg.the H"
is lower for the one-sided test, so it is casier to refute the Hy and establish the relationship

between the variables (dependent and explanatory) statistically .sign.iﬁcantly. However, the
one-sided test should not be applied mechanically and should be justified beforehand on the

basis of theory, previous experience, or common sense.

Confidence Intervals _ '
There is an alternative way of drawing inferences about our null hypothesis (Hy: B =0). This
Is give the numerical region in which we

is by constructing a confidence interval (CI). The C i
would have some degree of confidence that our H: P =0istrue. Thus, the CI's ca-pture the
region in which Hy: 3 = 0 would not be rejected. The formula for the CI for 3 is given by

BESE(B)t s, (2.26)

where t, , is the critical value of t with 4 /2 level of significance and n — 2 degrees of freedom.

The decision rule is that if B falls within the CI, we do not reject H . On the other hand, we
reject the H when P falls outside the CL Alternatively, we may say that when the Clincludes
the value of 0 (zero), we accept the H and conclude that J is statistically insignificant.
However, if 0 doesn’t fall within the CI, we reject the H and conclude that /3 is statistically

significant.

The p-value Approach
The output from many econometric software packages (including EViews), apart from

providing computed- statistics for the estimated coefficients, also provide the p-values
which can be used as an alternative approach in assessing the significance of the estimated
coefficients (and hence validity of the H, ). The p-value is the smallest significance level at
which the H,, could be rejected, based on the test statistic actually observed.?! The p-value
approach is more informative than the ‘choice of significance levels and obtain critical values’
approach because one can see exactly the level of significance of the estimated coefficient.”
For example, if p = 0.03, it implies that the H would be rejected at 3% level of significance.
Similarly, p = 0.15 implies that the H would be rejected at 15% level of significance. It is
customary to reject the H and conclude that the estimated coefficient under consideration

is statistically significant if the p-value is less or equal to 0.10.

20 Thus, confidence intervals are interval estimates as they provide a range of likely values for the
population parameter.

21 The p-value also represents the probability of committing a Type-I error that occurs when we
rejectatrue H.

2 . .

Regression output from almost all econometrics software packages display p-values alongside

the estimated coefficients and their standard errors and computed-t values. It is to be noted that the
p-value reported by EViews is computed for a two-tailed test. So when we are interested in a 0n¢”
tailed test, we will have to look up the critical value ourselves.
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2.8 MEASURING GOODNESS OF FIT

In the context of the.simple regression model, we measure the goodness of fit of the esti-
n:mted equa.tlon by using the squared-r (i.e,, r?) statistic, where r is the value of simple correla-
tion coefficient between Y, and X.. r, being the ratio of ESS to TSS, shows the proportion of

total variation in the dependent variable which is explained by the independent/explanatory
variable of the model. Thus,

. _ESS_, RSS_. 3
TSS  TSS Xy

r

This may be proved as follows.

_ Cov(X;, Y,)
JVar(X,) [ Var(Y))

- pESA (S, and S, are standard deviations of X, andY respectively)
x Oy

2%,

=JZx? JZy!

Therefore,

LGy
Sl Xy
— A X9,
Uy
- ESS (- ﬂz x.y, =ESSand Y.y =TSS asnoted earlier)

2}’2 (2-27)

The value of 7 always lies between 0 and 1. When the value of r* is 0, no pa.rt of v?ri:
tion in the dependent variable is explained by the variation in explanafor'y va.\nable odt e
model. On thf other hand, when the value of 2 is 1, the entire part of variation in dependent
Varia?)ie is explained by tl,le variation in explanatory variable. Ho;vevs:], k:hese arzl extrte;nle

Oand 1. en it is close )
i of 1 is found somewhere between
:’a:izlircll;edafzatthvev: ;l::e a good fit estimated line; if it is close to 0, we conclude that the

estimated line does not provide 2 good fit.
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2.9 ANALYSIS OF VARIANCE ON OLS REGRESSION
We can also set out the test of significance discussed above in an Analysis of Variance
(ANOVA) framework. This is more useful in the context of multiple regressions. As before,
our null hypothesis here is H fB = 0. Under this approach, we actually test the significance
of the ESS as against RSS from regression. This is done in the manner described below.

We know that

TSS=ESS + RSS
TSS = Zylz

ESS= P Ix’=BTxy,
RSS= Y.¢
Then,

e follows a ¥ distribution with degrees of freedom 1 —2; and

o’

E;TS also follows a y? distribution with degrees of freedom 1.

Now assuming that the H,_ is true and that these two x’s are independent, their ratio
divided by respective degrees of freedom gives an F-statistic, which is

ESS /
o’ :
< -2

=msT_,

= ESS/1
RSS/(n-2)

_ PExy /1
Zef/(n—z)

n
o

To compute the value of F using this formula, we need some information which are
obtained from the following ANOVA table.

After computing the value of F, using the information contained in the ANOVA table, we
set the decision rules as follows.

(i) If F>F,(1,n-2),thenreject H : =0;and

(i) If F <F, (1,n-2),thendo not reject H : f=0
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Table2.2 ANOVA Table: To Compute F

Source of Variation Sum Squares Degrees of Freedom Mean Squares
X; ESS= B Yxi= Yy, 1 ESS/1
Residuals RSS= Yef n-2 RSS/(n~2)
Total TSS= Ly; n-1

Source: Author’s own compilation.

2.10 SOME IMPORTANT RELATIONS IN THE CONTEXT OF SLRM

Relation between Regression Slope and Correlation Coefficient

There is a relation between the regression slope ( 3) and correlation coefficient () between
X and Y which is demonstrated as follows.

r:% (x,=X,-Xandy, =Y -Y)
Zxl Ty

_Xxy, y2xi/n

" Eal NIyl /n

X

=Pp—= (S, andS are standard deviations of X and Y respectivel )
S x ¥ i i p y
y

Thus, the relation between the regression slope and correlation coefficient is given by

B
s 28
h S. (2.28)
Relation between F-statistic and 2
We know that
TSS =ESS + RSS
Tid=Xy
ESS= fSxy=r*Sy? |-r'=f 2x,
- N Xy

RSS=TSS-ESS= 3y -r* 3y =(1-r*) 3. y?
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Thus,
ESS/1

F=Rss/(n-2)
_ rEy
T (-r)Zy [(n-2)
=(n—2)rz

-

1-r (2.29)

The implication of this relation is that if we have computed the value of %, we may use it
to compute the value of F and skip computations involved in the ANOVA table.

Relation between F and £
In the two-variable model,

ESS/1
F=
RSS/(n-2)
_S(E-
Xel/(n-2)
_z[(m,i}x,.)-(mﬁz)]
= A =
=ﬂ22(‘xi—2)2
s
__F o
_OJ/Zx,Z (x,=X,—-X)
i
[SE(B)]’
=t2

[ 6*=X¢ [(n—2)]

(2.30)

tw'[-}t“?]ri‘wft implies that in the simp}e regression or two-variable model, the F-test and the

- 0' ﬁal_ % t-test on the szl;)pe coefficient both have the null and alternative hypotheses as:

n:i)oi:\t l:’;ir}flgrfn: 01; t'lI'lhtl;s, these.tes'ts lead to the same conclusion here. Hence there is

from our discussion u% tho exte t;:Sts o sunp‘le regression analysis. However, it will be clear

tests have diff e next chapter that in the multiple regression analysis, the F and t
erent roles to perform, and they test different null hypotheses.

Bltisalsotob -
e noted that the critical value of F at any given level of significance here is equal

to the square of the critical
value of ¢, W i : :
our scope. e refrain from proving this result as such details are beyond
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Relation between r? and t-statistic
We can derive the relation between r? and t-statistic using (2.29) and (2.30).

& (n=2)r*
l_rz 1
2 (2.31)
— [ g YT S
t* +(n-2)

2.11 REGRESSION WITHOUT INTERCEPT TERM

Sometimes the two-variable regression model may not have the intercept term. Such a
model is called no-intercept model or regression through the origin. An example of no-intercept
model is the one that examines relation between output and variable cost. Other examples
of no-intercept model abound in economics. For the no-intercept model, the formula for
obtaining the estimate for the slope coefficient would not have ‘mean corrections’ The
formulas for obtaining estimated variance of the disturbance term, variance of estimated
slope and #* coefficient are also different. These are given below.

Suppose our no-intercept population regression model is

Y, =pX +¢ (2.32)
and the estimated model is
¥,=px, (233)

This is obtained by minimizing ¥ ¢’ = ¥(Y — ﬂX' s
Application of the necessary condition of minimization here yields

dXe’ e
i —2%(Yi PX)(-X,)=0
:Z(Y,_ﬁx.)(x,)=0

= BExi =5y,

2_ 1XY, 2.34
= f= X (2.34)

This is the formula used for computation of ﬂ in the context of no-intercept model.
The variance of /3 for the no-intercept model is obtained as follows.
From (2.34),

"_ZXI'Yi
ﬂ_ ZX,-Z
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_ZX(BX +e)
XX
ZX&‘

X

=ft——5" (2.35)

Taking expectations,
E( ﬂ) =f= ,B is unbiased

Therefore,

Var(B)=E(B- )’ 2
LXK
‘E[ X ]
_E(g)
~1x
o
b

(2.36)

Here 0? is unknown but can be estimated as

~, RS
& =22

n—1

Now, the standard error of ﬂ is

SE(B)=

Hypothesis Testing
The t-test procedure to test H,: B = 0 against H .: B#0holds in the context of no-intercept

model, but the formula for computation of SE ( ﬂ ) is different. Here computed-t (i.e, t') i
calculated as

-%—ﬂ/ X (2.37)

The decision rules are same as in the intercept-present model.
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Goodness of Fit

For the model without the intercept term, the sum of residuals (i.e., Ze ) do not necessar-
ily add up to zero like the model with intercept term. Further, the ‘fundamental identity’
(ie, TSS = ESS + RSS) is no longer true in general for the no-intercept model. For this
reason, the conventional 7> formula used for the intercept-present model is not appropri-
ate to understand the goodness of fit of the no-intercept model. Using the conventional r*
formula for the no-intercept model may produce negative value of r* in some cases (when
RSS > TSS) and we are unable to interpret properly the value of 2. To rule out such a pos-
sibility, it is essential to use an appropriate r* formula for the no-intercept model, which is
obtained by modifying the expression of the fundamental identity in the following manner.

For the intercept-present model,

TSS = ESS + RSS
ie.,
(Y, -Y) =1(Y,-¥)’ +X(x,-7,)

For the no-intercept model, we replace Y by zero (as the regression line here passes
through the origin) so that the expression for the fundamental identity becomes

SV =317 +3e

Therefore,

(2.38)

This is the appropriate formula to compute the value of r* when intercept term is absent
in the model.>*

2.12 REVERSE REGRESSION
Until now, we considered the regression of Y on X.. This is called direct regression. However,
sometimes we may have to consider the regression of X on Y, as well. This is called reverse

regression. Let us write our reverse regression model as

X,=a +fY+v,

* The r-statistic for the no-intercept model is also called the raw-r as the sum-squares here are not
mean-corrected. Although the raw-r* satisfies the condition 0 < r? < 1, it is not directly comparable to
the conventional r? and the interpretations of the two s (for intercept-present and intercept-absent
models) are different. For this reason, some scholars do not report the value of * while working with

the no-intercept model.
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3  The Multiple Linear Regression Model

This chapter extends the discussion of the previous chapter. It is concerned with issues
relevant to multiple regression analysis. Specifically, we discuss specification and assump-
tions of multiple regression model, its estimation, goodness of fit measures, and various
problems of inference in the context of multiple regression models. We have added a brief
discussion on the LR, Wald, and LM tests which are nowadays widely applied to handle
a variety of inference and other problems in multiple regressions. Empirical applications
of these tools and techniques have been explained using data set and EViews software
package.

3.1 DEFINITION

Sometimes the two-variable regression model may appear to be inadequate as one inde-
pendent/explanatory variable alone may not adequately explain variation in the dependent
variable. In other words, it may appear that there are more than one determinants of the
dependent variable. Thus, when we consider more than one determinants or independent
variables, it becomes the case of multiple regression models. For instance, if we hypoth-
esise that monthly consumption expenditure of the people is determined by their income,
age, education, sex, etc., we have to specify a multiple regression model. In brief, a multiple
regression model is the one where two or more independent variables are considered to
explain variation in the dependent variable.'

Obviously, the easiest example of a multiple regression model is where only two indepen-
dent variables or regressors are considered. In this chapter, we consider such a model while
in the appendix to this chapter we present the multiple regression model involving more
than two independent variables.

' Geweke et al. (2008, 610) observed that R. Benini, the Italian statistician, was the first to make
use of the method of multiple regression in economics in the decade beginning 1900. However,
Henry Moore was the first to place the statistical estimation of economic relations at the centre of
quantitative analysis of economics in the 1910s. Moore is also credited for laying the foundation of

statistical economics), the precursor of econometrics.
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3.2 SPECIFICATION AND ASSUMPTIONS

The three-variable population regression model involving the dependent variable ¥

X nd
independent/explanatory variables X and X is specified as: )

Y=a+p X, +B,X,+E (3.1

Here € is the stochastic disturbance term and the subscript 1 denotes the * observation
As in the case of two-variable model, we make the following assumptions in context of the
above multiple regression model.

(i)  Zeromean ofe: E(€, ‘ X,,X,)=0foreachi

(i) Homoskedasticity: Var (€ ) = 0* constant

(iii) Non-autocorrelation: Cov (€, €) =0 where i #

(iv) Normality: € is normally distributed.

(v)  Non-stochastic Xs, which implies that the values of the X-variables are same in
repeated samples.

(vi) Zero covariance between £ and X variables, i.e., Cov (€,X,)=Cov(g, X,)=0.

(vii) No exact linear relationship exists between the X variables, ie., Xs are not
correlated.

3.3 OLS ESTIMATION
To obtain the OLS estimates of parameters of the population regression model (3.1), let us
write the corresponding sample regression model as

Y, =d+B1X1.+BzX2.+e.' (32)

where e represents estimated residual values, and a, ﬂl , and ﬁz are estimates of popu-
lation parameters ¢, 3, and J3,, respectively. As in the two-variable model, we apply the
‘least-squares criterion’ to obtain these estimates. Following this criterion, we select the
values of &, f3,,and f3, which minimize ¥ ¢’.

Here

Ze.z =2(Y, -d_ﬂuxl. —ﬂzxzu)z
The necessary conditions of minimization of 3¢’ are

0Xe dXe! dXe

=0
da  9f 9P,

Applying these conditions, the following ‘normal equations’ are obtained.

ZY.-:"(}*'ﬁlzxn*'ﬁzth (333)
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Exll}’l=&lel+ﬁllezl +Ié.!lelxll (331’)
zx.'.yu=&zxu+ﬂ| zxnxu'*'ﬁzzxi (3.3¢)

It is clear that with the given d:
i ; given data on Y, X, and X,, we have to compute the following
quantities to obtain the values of the estimates,

By Y Xy X, ZX|i1’.:2X:,K»ZX.,X2,,ZXﬁ, and 3 X’

Putting these values Ain the afore{nentiOIIed ‘normal equations’ and solving, we have
solutions for.values of &y B, and B, . Using these values, we write the estimated three-
variable multiple regression model as

Yf =&+ﬂlxll‘ +ﬂ2X2i

An alternative way to compute the estimates is to use the following formulas that can be
derived by solving the ‘normal equations’

&=Y-BX -7, (34)

5 an}’. zxii —zxZiyi leixz:‘

ﬁl B lezl zx;i _(lelxli)z (35)

5o ng.-y, lez, _leiyi leixZi (3 6)
o R T D)

Here Y,X,, and X, denote sample mean values for the three variables and the lowercase

letters denote deviation from these sample means. .
Itis also easy to compute the variances of &, f,,and 3, by using the following formulas.

Var(¢) = l+ Xlz Zx; +X22 lel. _2)_(1)_(2 2%, o’ (3.7)
n lez. in‘ —(anxh’)z

i Y« ] o
ar - 4 o =% 24 (3.8)
Var(5)) —(in)(zx;)—(z.xnxz‘.)zd 2, (~15)

. Y 12 | o’
ar = ! 0—2=—2__T (39)
VB D) -Cam) ) 27
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the sample coefhicient of correlation between X, and X , o2

In the above formulae, r, is
ated as

is variance of the disturbance term £, which is estim

Ye
n—3

(3.10)

A2
o =

where 3 is the number of parameters in the population regression equation estimated in

the model.

3.4 PROPERTIES OF OLS ESTIMATORS oA A
As in two-variable linear model, the least-squares estimators (&, ﬂl, and ﬂz) in the three-

variable model are also BLUE, i.e., best, linear and unbiased estimators of population param-
eters (@, B, and 3,). It is easy to prove these properties. However, we skip this exercise here
as Appendix 3.1 provides proof of BLUE properties in context of the general linear multiple

regression model.

3.5 MEASURING GOODNESS OF FIT

After estimating the multiple regression model, we may be interested to assess the goodness
or quality of fit of our estimated model. In other words, our objective is to know how well the
estimated line fits the sample observations.

The goodness of fit of the estimated model in the context of a two-variable model is un-
derstood in terms of the value of r-statistic. To recapitulate, r’-statistic provides a measure of
proportion of total variation in the dependent variable that is explained by the independent/
explanatory variable of the model. We can extend this concept further to obtain a measure of
goodness of fit of the estimated model in the context of estimated multiple regression model.
This is done as follows.

In the two-variable model,

.- (zxi}’;)z
Lo 53,
ZBZ&x
Ly
_ESS
T TSS

ThLet us rewrite the above relation supposing that the variables considered are Y, and X,
en,

2= ﬂl leiyi
Xy
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Now if we suppose that there are two explanatory variables, X, and X, , then

R = B leiyi +ﬁ2 2%y,
2y;

The above formula can be extended further by adding terms in the numerator, when we

have more than two explanatory variables. If we have k number of explanatory variables in
the model, then the R? formula becomes

- BI any.‘ +ﬁ2 leuyi T o +ﬁk Zxkiyi
Zy;

R? (3.11)

Usefulness of R*-statistic

RE-statistic (in brief, R?) provides a measure of goodness of fit of the estimated multiple
regression model to sample data. It also helps to understand the relevance of explanatory
variables in the estimated model. The value of R? lies between 0 and 1. When the value
of R? is close to 0, the explanatory variables have not explained much of the variation in
the dependent variable of the model and we have a ‘bad fit’ estimated equation. In other
words, we have not considered the explanatory variables that are relevant to explain varia-
tion in the dependent variable. On the other hand, when the value of R? is high and close
to 1, we have a ‘good fit’” estimated equation, which explains a large part of variation in
the dependent variable and the explanatory variables considered in the model are quite
relevant.

Misuse of R*-statistic
In spite of above-mentioned usefulness of the R*-statistic, one must be cautious about its
possible misuses. In particular, it is to be remembered that it is dangerous to play the game
of maximizing the value of R%. Some researchers do this by gradually increasing the number
of explanatory variables in the model. However, in empirical research, quite often we come
across a situation where the value of R” is high but very few of the estimated coefficients are
statistically significant and/or they have expected signs. Therefore, the researchers should
be more concerned about the logical/theoretical relevance of the explanatory variables to
the dependent variable and also their statistical significance. If in this process, a high value
of R?is obtained, well and good. On the other hand, if R* is low, it does not mean that the
model is necessarily bad, particularly when a good number of the estimated coefficients have
expected signs and are statistically significant.

To illustrate the above point further, let us consider an interesting example given by Rao
and Miller (1972, 14-16) which clarifies the difficulty of choosing between two different
models solely on the basis of their computed R* values. Rao and Miller estimated both the
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4. AUTOCORRELATION

One of the assumptions of the classical linear regression model is that the disturbance or error
term of the model is independent. Symbolically, it means that, for the model:

Y.=a + BXt T e
Covariance (e, e5) = 0 fort # s

This feature of regression disturbance is known as serial independence or non-autocorrelation,
which replies that the value of disturbance term in one period is not correlated with its value in
another period. Violation of this assumption, arises mainly in case of time series data, is called as

autocorrelation.

So, autocorrelation is just as correlation measures the extent of a linear relationship between two
variables and it measures the linear relationship between lagged values of a time series. It is a
characteristic of data which shows the degree of similarity between the values of the same
variables over successive time intervals. This post explains what autocorrelation is, types of
autocorrelation - positive and negative autocorrelation, as well as how to diagnose and test for

auto cotrrelation.

When you have a series of numbers, and there is a pattern such that values in the series can be
predicted based on preceding values in the series, the series of numbers is said to exhibit
autocorrelation. This is also known as serial correlation and serial dependence. The existence of
autocorrelation in the residuals of a model is a sign that the model may be unsound.
Autocorrelation is diagnosed using a correlogram (ACF plot).

There is a very popular test called the Durbin Watson test that detects the presence of
autocorrelation. If the researcher detects autocorrelation in the data, then the first thing the
researcher should do is to try to find whether or not it is pure. If it is pure, then one can
transform it into the original model that is free from pure autocorrelation.

In presence of the autocorrelation in data, the ordinary least square (OLS) estimation technique
can’t be applied as the estimate violate the BLUE property.

The auto part of autocorrelation is from the Greek word for self, and autocorrelation means data
that is correlated with itself, as opposed to being correlated with some other data. Consider the
nine values of Y below. The column to the right shows the last eight of these values, moved
“up” one row, with the first value deleted. When we correlate these two columns of data,
excluding the last observation that has missing values, the correlation is 0.64. This means that the

data is correlated with itself (i.e., we have autocorrelation/serial correlation).

X ¥ Y[-1
1 0397 0157
2 0157 -0.083
3 -0083 -0.243
4 -0243 -0323
5 -0323 -0.243
6 -0.243 -0.083
7 -0.083 0.077
8 0077 0347
9 0347
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